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Definitions:

Numerical Simulation:   computer model starting from cosmological initial 
                          conditions and including at least the physics of gravity
                             and dark matter.

Deep Learning:             branch of Machine Learning that uses Neural Networks
                                      models that learn from large amounts of training data and
                                      then make predictions

                            



Imagine the perfect  simulation + deep learning machine… what do we want from it?



simulates huge 
volumes at 
high resolution

simulates all 
physics + 
physics-based

simulates all models perfect subgrid allows inference

low energy use

explainablefast with minimal 
storage needs

trustable with
uncertainty 
quantitication



Neural networks make everything better…

(except spelling, apparently)     … where shall we add Deep Learning to our simulation workflow?



NN have been tried everywhere in simulation workflow:
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OK, NN, write me my NSF grant report, but it’s got to rhyme:
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No no – I need it written in the style of a pirate…
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Let’s next compare recent DL developments to those in cosmological simulations: 





https://github.com/florent-leclercq/Moore_law_cosmosims
Leclerc 2023:

https://www.illustris-project.org/

https://github.com/florent-leclercq/Moore_law_cosmosims


GPT-3
GPT-4



DL model training dataset sizes have caught up with the largest simulations: 



2D vs 3D

There is a vast literature concerning DL and
2D images.

The ill-fated Metaverse stimulated 3D generative DL
for a while.

Rodriguez+ 2018   (arXiv:1801.09070)

First Generative AI cosmological sims ( of 2D slices)

Generative Adversarial Network
(Goodfellow 2014) 

?

https://ui.adsabs.harvard.edu/link_gateway/2018ComAC...5....4R/arxiv:1801.09070


Rodriguez+ 2018   (arXiv:1801.09070)

First Generative AI cosmological sims ( of 2D slices)

Dall-E 
says:

https://ui.adsabs.harvard.edu/link_gateway/2018ComAC...5....4R/arxiv:1801.09070


Rodriguez+ 2018   (arXiv:1801.09070)

First Generative AI cosmological sims ( of 2D slices)

https://ui.adsabs.harvard.edu/link_gateway/2018ComAC...5....4R/arxiv:1801.09070


Rodriguez+ 2018   (arXiv:1801.09070)

First Generative AI cosmological sims ( of 2D slices)

Other generative DL architectures can be used e.g.,
Denoising Diffusion (Sohl-Dickstein+ 2015), or 
Poisson-Flow (Xu+ 2022, arXiv:2209.11178)

GAN

https://ui.adsabs.harvard.edu/link_gateway/2018ComAC...5....4R/arxiv:1801.09070


Generator vs emulator  (field level):
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Generator vs emulator  (field level):

generator

noise one example               another example

emulator

initial
conditions
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remember that both generator and emulator need to be trained with data



Apart from field level, can have a NN emulator for summary statistics:

CAMELS project

www.camel-simulations.org/

(see e.g., talk by
Daniel Angles-Alcazar 
this morning) 

http://www.camel-simulations.org/


First 3D particle-based emulation of simulations
(He+ 2019 arXiv:1811.06533 ) 

“Learning structure formation”

k (Mpc/h)

NN
is much
better 
than 
2LPT

initial 
conditions

vs

https://ui.adsabs.harvard.edu/link_gateway/2019PNAS..11613825H/arxiv:1811.06533


How to achieve this:

• Run a computationally cheap low resolution simulation 

• Use DL to add in the finer details

simulates huge 
volumes at 
high resolution

fast with minimal 
storage needs

Reminder: what do we want from our DL simulator?

roughly balance
time taken

“AI super-resolution simulation”



3D voxel based super-resolution emulator:   Kodi Ramanah+ 2020  (arXiv:2001.05519 ))

(factor of 2 increase in spatial resolution)
(This is GAN, but DDM also possible:
Schanz+ 2023 arXiv:2310.06929
Rouhiainen+ 2023 arXIv: 2311.05217)



Li+ 2021 (arXiv:2010.06608)

• Particle-based super-resolution

• Output format same as simulation

• Factor of 8 spatial enhancement, 512 in mass

• 51203 SR simulation takes 16 hours on 1 GPU



Ni+ 2021 (arXiv:2105.01016)

SR simulation can generate subhalos:

small halos
are in different
places in HR
and SR

high 
resolution
N-body
simulation
for comparison

low 
resolution
N-body
simulation

super-resolution



A use case for AI SR:  simulations of Fuzzy Dark Matter that incorporate quantum pressure

Cold Dark Matter

Fuzzy Dark Matter

Sipp, Lachance+ 2023 (arXiv:2210.12907)

these SR simulations
don’t yet use
quantum pressure
in the training set
but if they did
it could massively
speed up the 
extremely
time consuming
FDM runs



Can train the NN using data from multiple redshifts + the redshift itself (“style”)

generator

z1

generated
field at redshift z1

low res

noise

style

generator

z2

generated
field at redshift z2

low res

noise

style if we keep the same noise, the time evolution is consistent



Zhang+ 2023 (arXiv:2305.12222)
power spectrum of field
vs true HR simulation
at different redshifts

a forming cluster in the SR simulation (with subhalo tracks)



Example halo merger trees from the HR and SR simulations

time

time

Zhang+ 2023 (arXiv:2305.12222)



Next step:  SR emulator  (see Xiaowen Zhang and Patrick Lachance’s poster)

generated SR

emulated SR

correlation 
coefficient
of individual
Fourier
modes
between SR
and HR



Dagupta+ 2023

As the output of the SR has the same format (MP-Gadget) as a simulation,
 we can evolve it forward with and N-body code to see what happens:



Jacobus+ 2023
(arXiv:2308.02637)

The work we have talked about was all dark matter + gravity only, but super-resolution can
work for hydrodynamics too:

simulates all 
physics

Intergalactic medium 
eulerian hydrodynamics 



Jacobus+ 2023   arXiv:2308.02637

The Lyman-alpha forest is a simple physical system which can be simulated at the field level using SR
techniques. Here are summary statistics from Lyman-alpha spectra.

flux PDF flux power spectrum



perfect subgrid

What about smaller scale hydrodynamics?

Turbulence?



perfect subgrid

What about smaller scale hydrodynamics?

Turbulence?

Honda 2023 Formula One winning engine modelled with Physics Informed Enhanced Super-Resolution GAN
(PIERSGAN: Bode+21 d-nb.info/123852396X/34)



air-fuel fraction

dissipation rate

Bode+ 23 (arXiv:2210.16248)



Bode+ 2023 arXiv:2210.16248

For each timestep,
reconstruct fine scales
from Large Eddy 
Simulation (LES)
and then advance



turbulent kinetic energy

dissipation rate

time evolution of PIERSGAN turbulence and combustion tracks direct numerical simulation (DNS) 

Bode+ 23 (arXiv:2210.16248) GAN works well because turbulence has
universal character on smallest scales



Plot dump for CCA Nov 2023 talk

Hirashima + (2023) arXiv: 2311.08460

Subgrid supernova feedback in galaxy scale simulations

perfect 
subgrid

simulates all 
physics



Hirashima + (2023)

low res vs high res                                           reconstructed vs high res

Gibbs sampling the super-resolution SN grid simulation with particles gives correct thermal energy vs hires: 



allows inference

trustable with
uncertainty 
quantitication

Simulation-Based Inference and Deep Learning

(Plot: Avecilla+ 21 arXiv:2021.09.30.462581)

use neural networks to 
approximate the function 
that relates an observable
(with unknown likelihood) 
to the values of the
parameters

(e.g. normalizing flows)



Hahn+ 2023 (arXIv:2211.00723)

Régaldo-Saint Blancard + 2023
(arXiv:2310.15250)

An example of SBI: SIMBIG

Forward 
modeling of 
SDSS/BOSS



Régaldo-Saint Blancard + 2023 

different forward models –

Abacus Summit, Quijote, vary HOD

remove bias by cutting k>0.3 h/Mpc

Test of robustness using different forward models in SIMBIG:

posterior mean – true value of parameter

bias 
in 
s8
seen



Variation of forward models
with cosmological hydrodynamics:
CAMELS

CAMELS project

www.camel-simulations.org/

(see e.g., talk by
Daniel Angles-Alcazar 
this morning) 

http://www.camel-simulations.org/


Villaescusa-Navarro+ 2021  (arXiv:2109.09747)

CAMELS test of robustness:  recovery of cosmological parameters after training on a different forward model:



BUT lack of robustness seen in Villaescusa-Navarro+ 2022 (arXiv:2201.02202) 
  

WM from a single galaxy

bias caused by baryonic effects
on dark matter being different in 
different forward models



Rose+ 2023 (arXiv:2304.14432) 
robustness- varying cosmology, simulation
resolution, image resolution

Inferring the WDM mass from 2d slices with a CNN:



Getting DM from stellar field with diffusion model:  Park+ 2023 (arXiv:2311.08558)

input                                                  true dark matter field                          DDM dark matter field

marginalize over astrophysics –but as usual need lots of training data



Wang+ 2022  (arXiv:2112.05721) 

Nayak+ 2023  (arXiv:2311.02167)
grid of training sims

Field level does factor
of  factor 1.71 better than
P(k)+PDF at inferring
therrnal parameters

SBI from 1D data – getting temperature from thermal smoothing of Lya forest:

Again:  do we
have enough training data?

doesn’t include systematics,
both astrophysical
and instrumental…



Example:  Flow PM,   Modi 21+ (arXiv:2010.11847)

A TensorFlow enabled Particle-Mesh code running on GPUs
 

reconstruction of the initial field

For inference we need to compute gradients with respect to inputs. Do this for all operators of a 
simulation and we have a differentiable simulation.

DL backpropagation then lets gradient information flow from a simulator into an NN and vice versa



Li+ 2023 (arXiv:2211.09815)

• Both analytic differentiation and automatic differentiation backpropagate the gradients
    through the whole history, thus requires saving the states of a simulation at all time steps in memory.

• A solution is to use the adjoint variables, are dual to the regular variables but evolve backwards in
   time.

• To compute the gradients we only need to evolve a simulation forward, and then backward jointly with its
    dual adjoint equations.

adjoint gradients vs automatic differentiation



explainabletrustable with
uncertainty 
quantitication

low energy use

We haven’t really talked about one side of DL problems:

We also wanted our DL+simulation machine to be/have: 



(sites.google.com/view/rainscmu)

Winner 72%



AI generated

or

real?
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AI generated

or

real?



real AI generated AI generated

Answers:



Stevens+  2020 (for Australian astronomers)          :   400 million core hours for 700 researchers

Astrophysics simulations already use enormous amounts of energy: DL could make this worse.

Greenhouse gases associated with astronomy:low energy 
use



Supercomputing use per average astronomer equivalent to driving three Ford F150s

Astrophysics simulations already use enormous amounts of energy: DL could make this worse.

Greenhouse gases associated with astronomy:



Supercomputing use per average astronomer equivalent to driving three Ford F150s

Greenhouse gases associated with astronomy:

French translation:  39 Citroen 2CV (based on gas mileage and US vs France average miles)
.



power
consumption:

20 watts

power
consumption:

106 watts

There is room to improve: AlphaGo uses 50,000x more energy than Lee Sedol, World Go Champion 



How to reduce carbon footprint of DL:

• Use pre-trained models as much as possible

• Track CO2 use with a tool like CodeCarbon (mlco2.github.io/codecarbon)

• Train models during the day when energy is cleaner (more solar).

• Don’t grid search hyperparameters- use Bayesian optimization (e.g., using RayTune, ray.io) 

https://mlco2.github.io/codecarbon
ray.io


• What do we use Generative simulations for ?   

      Best use cases?  mocks, subgrid

• SBI – measure parameters, but also extract knowledge – astrophysics parameters are a start

• negative outlook: what about data, training?

• positive outlook:  we as scientists can help – analytic models – for summary statistics but 
also for some fields  e.g., EFT.     

The Future:


