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Subhalo effective density slopes from HST strong lensing 
data with neural likelihood-ratio estimation

Zhang,	Mishra-Sharma,	Dvorkin,	MNRAS	(2208.13796)
Zhang,	Şengül,	Dvorkin,	MNRAS	(2308.09739)	

Image	credit:	NASA



Overview

• Substructure	in	strong	lensing	
• Neural	likelihood-ratio	estimation
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Overview

• Motivation
• Substructure	in	strong	lensing
• Neural	likelihood-ratio	estimation
• Modeling	details	&	results	
• Summary
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Substructure as a probe of dark matter

• Alternative	dark	matter	theories	
offer	different	predictions	from	
CDM	on	sub-galactic	scales	

• Sub-galactic	observables	can	be	
complicated	by	baryonic	effects

• Low-mass	subhalos	(<109M⊙)	
are	useful	because	of	their	lack	of	
luminous	matter
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Bullock	&	Boylan-Kolchin,	ARAA	(1707.04256)
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Strong gravitational lensing 

(lens)

(source)

Image	credit:	ESO



How do we probe subhalos with strong lensing?
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Pixel	size	=	0.04’’



How do we probe subhalos with strong lensing?
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Subhalo effective density slope

• With	finite	image	resolution,	a	
subhalo	can	be	approximated	by	
a	power-law	3D	density	profile	
𝜌 𝑟 ∝ 𝑟!"

8Şengül	&	Dvorkin,	MNRAS	(2206.10635)	

JVAS	B1938+666	with	HST	data



Subhalo effective density slope

• With	Rinite	image	resolution,	a	
subhalo	can	be	approximated	by	
a	power-law	3D	density	proRile	
𝜌 𝑟 ∝ 𝑟!"

9Şengül	&	Dvorkin,	MNRAS	(2206.10635)	

JVAS	B1938+666	with	HST	data



Subhalo effective density slope

• With	Rinite	image	resolution,	a	
subhalo	can	be	approximated	by	
a	power-law	3D	density	proRile	
𝜌 𝑟 ∝ 𝑟!"

• Individually	constraining	density	
slopes	is	computationally	
expensive	and	restrictive	

10Şengül	&	Dvorkin,	MNRAS	(2206.10635)	

JVAS	B1938+666	with	HST	data



Likelihood-ratio estimation 
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Cranmer	et	al.,	2015	(1506.02169)
Hermans	et	al.,	2019	(1903.04057)
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Likelihood-ratio estimation 
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• The	inferred	likelihood-ratios	of	multiple	observations	with	the	same	
underlying	𝛾	can	be	easily	combined		

𝑟̂ 𝑥 𝛾 =.
#
𝑟̂(𝑥#|𝛾)
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Cranmer	et	al.,	2015	(1506.02169)
Hermans	et	al.,	2019	(1903.04057)
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𝑝(𝛾, 𝑥)
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Likelihood-ratio estimation 
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𝑝(𝛾, 𝑥)
𝑝 𝛾 𝑝(𝑥)

	𝛾, 𝑥

• The	inferred	likelihood-ratios	of	multiple	observations	with	the	same	
underlying	𝛾	can	be	easily	combined		

𝑟̂ 𝑥 𝛾 =.
#
𝑟̂(𝑥#|𝛾)

𝑠 𝛾, 𝑥 =
𝑝(𝛾, 𝑥)

𝑝 𝛾, 𝑥 + 𝑝 𝛾 𝑝(𝑥)
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Mock data modeling

• PALTAS	(Wagner-Carena	et	al.,	
ApJ,	2023)	

• Hubble	Space	Telescope	(HST)	
COSMOS	survey	galaxies	

14

• Main	lens:	elliptical	power-
law	(EPL)	with	shear,	
multipole	moments,	lens	light	

• Subhalos	&	LoS	halos	(next	
slide)	

• HST	instrumentation	
effects	(empirical	PSF,	
noise,	etc.)	

Lenstronomy	(Birrer	et	al.,	ApJ,	2015)	



Mock data modeling 
Subhalos	&	LoS	halos		
• Training	and	validation	set	(EPL):	𝜌 𝑟 ∝ 𝑟*+

• Test	set	(NFW	and	truncated	NFW):

𝜌 𝑟 =
𝜌,

𝑟
𝑟-

1 + 𝑟
𝑟-

.

This	can	be	also	parametrized	by	
concentration	𝑐.,,	and	mass	𝑀.,,	where	
𝑟.,, = 𝑐.,,𝑟-	

• Simulate	different	effective	density	slopes	by	
changing	the	CDM	mass-concentration	
relation	
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Neural network details 
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𝑠̂ 𝛾, 𝑥ln𝑟̂…

𝛾

…

ResNet-50



Neural network details 
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ln𝑟̂…

𝛾

…

ResNet-50 Maximum	likelihood	estimate	(MLE)



Model evaluation 
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Individual	images	with	power-law	substructure Sets	of	13	images	with	power-law	substructure



Results 
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Sets	of	13	images	with	(t)NFW	substructure Theoretical	predictions	vs.	HST	measurement



Summary 
& Outlook 

• Neural	likelihood-ratio	estimation	is	effective	and	
efRicient	at	probing	differences	in	substructure	density	
slopes

• More	remains	to	be	done:	predictions	under	different	
microphysical	DM	models,	examining	selection	effects,	
etc.	
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Questions?

Image	credit:	NASA

Summary



Backup slides
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Training details 

• Training	data	preprocessing:	zero	mean	and	unit	standard	
deviation	on	images	and	zero	mean	on	slopes	
• Loss:	BCE	
• Optimizer:	AdamW	
• Batch	size:	2000	(small	size	affects	training	stability)	

24



Set of HST images analyzed 
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Sample likelihood ratios of HST images 
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Mass-concentration relation 

27Dutton	&	Macciò,	2014,	MNRAS



RMO comparison 
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𝑀!"" ≈ 1.5×10#M⊙
𝛾 ≈ 2.55

𝑀!"" ≈ 1.6×10$M⊙
𝛾 ≈ 2.13



Sensitivity to subhalo population

29


