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• Lecture 1:  – Overview on early- and late-time cosmology with GWs;  current and future experiments,  
                   – orders of magnitude    

• Lecture 2: – Late-time cosmology: GWs and  
                  – GWs in theories beyond GR,  
                  – standard sirens I: Measuring  with GWs and O3 results of LVK 
                  – Back to early-time universe: an example of what physics we can probe.
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dGW
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• Lecture 3 (Chiara Caprini):  
                  – cosmological stochastic GW background: early-universe cosmology with GWs 
                       Solutions of the GW propagation equation in FLRW; its calculation for different 
                         sources (inflation, topological defects, first order phase transitions) 
                       

• Lecture 4 (Nicola Tamanini):  
                  – Standard sirens II: more details, statistical methods, future prospects

• Lecture 5 (Tania Regimbau):  
                   – astrophysical stochastic GW background: Definition/statistical properties,  
                      pulsar timing arrays and background from supermassive BH binaries, LVK results,  
                      prospects for the future.



Gravitational waves for cosmology

Iate-time universe

Individual resolvable  
astrophysical sources
and populations of sources
at cosmological distances
e.g.  binary neutron stars (BNS), 
      binary black holes (BBH),
      neutron star-black-hole binary (NS-BH)
      Rotating asymmetric neutron stars 
      supernova explosions…

– Expansion rate 
– Hubble constant 
– 
– beyond , dark energy 
– late-time modified gravity (modified GW propagation)
– astrophysics; eg populations of BBHs
….

H(z)
H0

Ωm
ΛCDM w(z)

Stochastic GW background 
astrophysical and cosmological  
origin

Very early universe until today

t & tPl

More speculative.  Early universe sources beyond standard 
model of particle physics!
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⌦gw(t0, f) =
f

⇢c

d⇢gw
df

(t0, f)

– population of BH, white dwarfs..
– inflationary GWs
– 1st order Phase transitions
– topological defects
– scalar induced GWs
– primordial black holes 
– axions 
– early modified gravity…



m1 m2

gμν = ημν + hμν + …

v/c ≪ 1



We estimated orders of magnitude for the inspiral phase  
[assumptions (i) lowest order order PN expansion; (ii) point particles of mass m1 and m2, no tidal effects, 
(iii) no spins, (iv) Circular orbits, (v) and ignoring cosmology (assumed a flat space-time)

– Frequency:      fGW(t) =
1
π ( Gℳ
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with chirp mass ℳ ≡
(m1m2)3/5
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– merger frequency:     fmerger ≃
1

63/2 ( c3
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– Time in detector band  :          (assuming )flow T ∼ 10−3f −8/3

low ( c3
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– gravitational wave polarisations :    h+,× ∼
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m1 m2

different phenomenological waveform  
models, calibrated to numerical-relativity  
simulations, including spins, eccentricity, 
higher order modes, ringdown….



We estimated orders of magnitude for the inspiral phase  
[assumptions (i) lowest order order PN expansion; (ii) point particles of mass m1 and m2, no tidal effects, 
(iii) no spins, (iv) Circular orbits, (v) and ignoring cosmology (assumed a flat space-time)
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⋅ (inclination angle factors)



We estimated orders of magnitude for the inspiral phase  
[assumptions (i) lowest order order PN expansion; (ii) point particles of mass m1 and m2, no tidal effects, 
(iii) no spins, (iv) Circular orbits, (v) and ignoring cosmology (assumed a flat space-time)

– gravitational wave polarisations :     h+,× ∼
4
R ( Gℳ

c2 )
5/3

( πfGW

c )
2/3

⋅ (inclination angle factors)

h+ =
4
R ( Gℳ

c2 )
5/3

( π fGW(tR)
c )

2/3 1 + cos2 ι
2

⋅ cos(2Φ(tR))

h× =
4
R ( Gℳ

c2 )
5/3

( π fGW(tR)
c )

2/3

cos ι ⋅ cos(2Φ(tR))

with  

               

Φ(t) = ∫
t

tc

2πfGW(t′ )dt′ + Φ(tc)

= − 2 ( tR
5Gℳ )

5/8

+ Φ(tc)



 Inspiral of compact binaries at cosmological distances

• then propagate it in FRWL space-time to observer

<latexit sha1_base64="7mMKnrnYC5dz4j9W/rJt3AHDtfc=">AAAB63icbVBNS8NAEN3Ur1q/qh69LBbBU0lEtMeCF48V7Ae0oWy2k3bpbhJ2J0IJ/QtePCji1T/kzX/jps1BWx8MPN6bYWZekEhh0HW/ndLG5tb2Tnm3srd/cHhUPT7pmDjVHNo8lrHuBcyAFBG0UaCEXqKBqUBCN5je5X73CbQRcfSIswR8xcaRCAVnmEsDQDas1ty6uwBdJ15BaqRAa1j9GoxiniqIkEtmTN9zE/QzplFwCfPKIDWQMD5lY+hbGjEFxs8Wt87phVVGNIy1rQjpQv09kTFlzEwFtlMxnJhVLxf/8/ophg0/E1GSIkR8uShMJcWY5o/TkdDAUc4sYVwLeyvlE6YZRxtPxYbgrb68TjpXde+m7j5c15qNIo4yOSPn5JJ45JY0yT1pkTbhZEKeySt5c5Tz4rw7H8vWklPMnJI/cD5/AAeGjjM=</latexit>⌘

sourceObserver
<latexit sha1_base64="Y6N+OPdCH+gqQuKPMM8j5Z93lnE=">AAAB8nicbVDLSgNBEJyNrxhfUY9eBoPgKeyKaI4BLx4jmAdsljA7mU2GzGOZ6RXCks/w4kERr36NN//GSbIHTSxoKKq66e6KU8Et+P63V9rY3NreKe9W9vYPDo+qxycdqzNDWZtqoU0vJpYJrlgbOAjWSw0jMhasG0/u5n73iRnLtXqEacoiSUaKJ5wScFJoBnnfSEy1nA2qNb/uL4DXSVCQGirQGlS/+kNNM8kUUEGsDQM/hSgnBjgVbFbpZ5alhE7IiIWOKiKZjfLFyTN84ZQhTrRxpQAv1N8TOZHWTmXsOiWBsV315uJ/XphB0ohyrtIMmKLLRUkmMGg8/x8PuWEUxNQRQg13t2I6JoZQcClVXAjB6svrpHNVD27q/sN1rdko4iijM3SOLlGAblET3aMWaiOKNHpGr+jNA+/Fe/c+lq0lr5g5RX/gff4AXKuRRg==</latexit>rcom

<latexit sha1_base64="71uZ3AiAXPbojLXp6/7jXJBmYEI=">AAAB9HicbVBNS8NAEN3Ur1q/qh69LBbBU0lEtMeCF48VbS00oWw2k3bp5sPdSaGE/g4vHhTx6o/x5r9x2+agrQ8GHu/NMDPPT6XQaNvfVmltfWNzq7xd2dnd2z+oHh51dJIpDm2eyER1faZBihjaKFBCN1XAIl/Coz+6mfmPY1BaJPEDTlLwIjaIRSg4QyN5bgASGXUBWf++X63ZdXsOukqcgtRIgVa/+uUGCc8iiJFLpnXPsVP0cqZQcAnTiptpSBkfsQH0DI1ZBNrL50dP6ZlRAhomylSMdK7+nshZpPUk8k1nxHCol72Z+J/XyzBseLmI0wwh5otFYSYpJnSWAA2EAo5yYgjjSphbKR8yxTianComBGf55VXSuag7V3X77rLWbBRxlMkJOSXnxCHXpEluSYu0CSdP5Jm8kjdrbL1Y79bHorVkFTPH5A+szx9QLpHF</latexit>

�⌘S

<latexit sha1_base64="JB/jP0G7ISwoZCkYrxNFpTNyl90=">AAAB9HicbVBNS8NAEN3Ur1q/qh69LBbBU0lEtMeCF29WsLXQhLLZTNqlmw93J4US+ju8eFDEqz/Gm//GbZuDtj4YeLw3w8w8P5VCo21/W6W19Y3NrfJ2ZWd3b/+genjU0UmmOLR5IhPV9ZkGKWJoo0AJ3VQBi3wJj/7oZuY/jkFpkcQPOEnBi9ggFqHgDI3kuQFIZNQFZP27frVm1+056CpxClIjBVr96pcbJDyLIEYumdY9x07Ry5lCwSVMK26mIWV8xAbQMzRmEWgvnx89pWdGCWiYKFMx0rn6eyJnkdaTyDedEcOhXvZm4n9eL8Ow4eUiTjOEmC8WhZmkmNBZAjQQCjjKiSGMK2FupXzIFONocqqYEJzll1dJ56LuXNXt+8tas1HEUSYn5JScE4dckya5JS3SJpw8kWfySt6ssfVivVsfi9aSVcwckz+wPn8ASh6RwQ==</latexit>

�⌘O

<latexit sha1_base64="B0diJTr7GXSiAuepp1J+Yyz9qRQ=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEtMeCF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipqQblilt1FyDrxMtJBXI0BuWv/jBmaYTSMEG17nluYvyMKsOZwFmpn2pMKJvQEfYslTRC7WeLQ2fkwipDEsbKljRkof6eyGik9TQKbGdEzVivenPxP6+XmrDmZ1wmqUHJlovCVBATk/nXZMgVMiOmllCmuL2VsDFVlBmbTcmG4K2+vE7aV1Xvpuo2ryv1Wh5HEc7gHC7Bg1uowz00oAUMEJ7hFd6cR+fFeXc+lq0FJ585hT9wPn8A28WM8Q==</latexit>r

Idea:  
• in local wave-zone of the source 
(scales large relative to source, small 
relative to Hubble), have previous 
solution

– Standard time dilation

Turn on expansion, FRWL universe.

ds2 = �dt2 + a2(t)d~x2
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= a2(⌘)[�d⌘2 + d~x2]

f =
fs

1 + z
dt =

a(t0)
a(ts)

dts = (1 + z)dts

– GW amplitude scales as : why?a−1



• Perturbed FRWL metric (ignoring scalars and vectors):  
  

                      ds2 = − dt2 + a2(t)[(δij+hTT
ij )dxidxj]

|hij | ⌧ 1

hi
i = @jh

j
i = 0

• Linearised Einstein equations ,  away from the source 
 

                      

□ hTT
ij = ∇̄μ ∇̄μhTT

ij = 0

··hTT
ij (t, ⃗x) + 3H ·hTT

ij (t, ⃗x) −
⃗∇2

a2
hTT

ij (t, ⃗x) = 0

From source to observer:

• In conformal time  and Fourier space 
  
                      

(′ = d /dη)

h′ ′ 
TT
ij (η, ⃗k) + 2ℋh′ 

TT
ij (t, ⃗k) − k2hTT

ij (t, ⃗k) = 0 with  ℋ =
a′ 

a
• Change of variable 

                         h =
Q
a

⇒ Q′ ′ + (k2 −
a′ ′ 

a ) Q = 0

• Thus for sub-Hubble modes

Redshifting amplitude
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h(~k, ⌘) =
A(~k)

a(⌘)
eik⌘ +

B(~k)

a(⌘)
e�ik⌘

• On subHubble scales            Q′ ′ + k2Q ∼ 0 ⇒ Q ∼ e±ikη



at source

• Phase depends on redshifted  
chirp mass

Amplitude depends on the  luminosity distance 
dL = a(t0)R(1 + z)
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Mz = (1 + z)M
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mdet
1,2 (z) = (1 + z)m1,2
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dL(z) =
c(1 + z)

H0

Z z

0

dz0
⇥
⌦m(1 + z0)3 + ⌦⇤(1 + z0)3(1+w(z0))

⇤1/2

h+(ts, ⃗x) =
4
R ( Gℳ

c2 )
5/3

( π fGW(ts
R)

c )
2/3 1 + cos2 ι

2
⋅ cos(2Φ(ts

R))

h×(ts, ⃗x) =
4
R ( Gℳ

c2 )
5/3

( π fGW(ts
R)

c )
2/3

cos ι ⋅ cos(2Φ(ts
R))

h+(t, ⃗x) =
4
dL ( Gℳz

c2 )
5/3

( π fGW(tR)
c )

2/3 1 + cos2 ι
2

⋅ cos(2Φ(tR))

h×(t, ⃗x) =
4
dL ( Gℳz

c2 )
5/3

( π fGW(tR)
c )

2/3

cos ι ⋅ cos(2Φ(tR))

Becomes at the observer

Φ(ts
R) = − 2 ( ts

R

5Gℳ )
5/8

+ Φ(tc)

Φ(ts
R) = − 2 ( tR

5Gℳz )
5/8

+ Φ(tc)
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fn(t;Mz)
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Cosmological setting

• Phase: 

• Amplitude: 
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For a given an SNR, r , the error on the chirp mass is generally much smaller than the
error on the amplitude — and hence much smaller than the error on the luminosity
distance dL. (We refer the reader to [29, 32, 33] for a more in depth discussion,
including how these errors depend on the position of the source in the sky, on the
detector network, also on the degeneracies with cos i , and finally on how to go a
non-Gaussian generalisation of the Fisher matrix approach.) It will be useful for
later purposes to note that a network of a = 1, . . . ,Ndet detectors, as in LIGO-Virgo,
each with a different PSD Sn,a( f ), one often assumes that the network SNR is given
by the quadrature summation of the individual interferometers r2

network = ÂNdet
a=1 ra,

where in detector a, the SNR is ra = (ha|ha)1/2.
The high accuracy on the chirp mass is due to the large number of cycles in the

detected proportion of the gravitational waveform. Indeed, using Eq. (17), the error
on Mz scales as the inverse of the observation time of the event in the detector: light
binaries are observed for longer and hence the corresponding error on Mz is smaller.
This behaviour is generic and is also seen when doing a full Bayesian analysis:
the right-hand panel of Fig. 3 shows the 90% confidence levels for the posterior
distribution for (Mz,dL) for the 10 BBH events in the GWTC-1 catalogue of LIGO-
Virgo [34]. The errors on Mz increase with chirp mass, and relative to the error
on the luminosity distance only start becoming important for more distant events.
Furthermore, the correlation between the chirp mass and the luminosity distance is
negligible for low redshift events

Fig. 3 Left panel: 90% confidence level intervals for luminosity distance and i (indicated as q jn)
for the 10 BBH events in [34]. Right panel: 90% confidence level intervals for luminosity distance
and chirp mass for the 10 BBH events in [34].

dL, ℳz, ι, . . .

The GW signal from binary mergers 
depends on:

• Intrinsic parameters: phase evolution 
of the signal (spins, masses, merger 
time)

• Extrinsic parameters: geometrical or 
scale factors (sky-position, luminosity 
distance, inclination w.r.t the line of 
sight and merger phase)

Likelihood 

GWs: new type of standard siren for cosmology

S. Mastrogiovanni   Geneve U seminar 3
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Fisher matrix analysis

dominant quadrupole mode: degeneracy between distance and inclination  
gives large, even up to 40% errors on luminosity distance.
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Fig. 1 GW waveforms from the Effective one body analytical model (left) and numerical relativity
simulations (right) for binary. The different lines in the left panel indicates the three phases of the
waveform. Figure from [? ].

assuming z ⌧ 1). The reader is referred to e.g. [? ? ? ] for an in-depth presentation.
For a standard siren of total mass M = m1+m2, simple dimensional arguments give
a characteristic frequency f ⇠ c

3/GM. In fact, the frequency of the emitted GW
increases with time during the inspiral (figure 1) and, assuming the merger occurs at
the innermost stable circular orbit (ISCO), the corresponding merger frequency is

fmerger =
1

63/2p

✓
c

3

GM

◆
. (16)

A typical BNS with m1,2 ⇠ 1.4M� has fmerger ⇠ 1.5 kHz, which falls in the upper
part of the LIGO-Virgo frequency band. For supermassive BBH with M ⇠ 106

M�,
fmerger ⇠ 10�3Hz which falls in the LISA band.

If GWs from an inspiraling binary system enter the frequency band of a detector
at observed frequency flow, the observation time (or time to merger) is given by

T ⇠ 10�3
f
�8/3
low

✓
c

3

GM

◆5/3

. (17)

where

M =
(m1m2)3/5

(m1 +m2)1/5 (18)

is the source-frame chirp mass. As expected, the heavier the binary, the smaller the
observation time. For a BNS entering the LIGO-Virgo detector window at observed
frequency f ⇠ 20 Hz, the observation time is T ⇠ 4 min. A BBH with M ⇠ 30M�
would be observed for T ⇠ 0.01 s.

Finally, at a distance dL from the source, the amplitude of the GW emitted with
frequency f is

h ⇠ 4c

dL

✓
GM

c3

◆5/3
(p f )2/3. (19)
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mdet
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chirp mass

Cosmological setting
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dL(z) =
c(1 + z)

H0

Z z

0

dz0
⇥
⌦m(1 + z0)3 + ⌦⇤(1 + z0)3(1+w(z0))

⇤1/2

Hubble diagram

Figure 3: The dimensionless luminosity distance DL/DH. The three curves are for the three
world models, (ΩM, ΩΛ) = (1, 0), solid; (0.05, 0), dotted; and (0.2, 0.8), dashed.
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• Redshift 

• Luminosity distance 

• Hubble parameter
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where νo and λo are the observed frequency and wavelength, and νe and λe are the emitted.
In special relativity, redshift is related to radial velocity v by

1 + z =

√

√

√

√

1 + v/c

1 − v/c
(9)

where c is the speed of light. In general relativity, (9) is true in one particular coordinate
system, but not any of the traditionally used coordinate systems. Many feel (partly for this
reason) that it is wrong to view relativistic redshifts as being due to radial velocities at all
(eg, Harrison, 1993). I do not agree. On the other hand, redshift is directly observable and
radial velocity is not; these notes concentrate on observables.

The difference between an object’s measured redshift zobs and its cosmological redshift
zcos is due to its (radial) peculiar velocity vpec; ie, we define the cosmological redshift as that
part of the redshift due solely to the expansion of the Universe, or Hubble flow. The peculiar
velocity is related to the redshift difference by

vpec = c
(zobs − zcos)

(1 + z)
(10)

where I have assumed vpec " c. This can be derived from (9) by taking the derivative
and using the special relativity formula for addition of velocities. From here on, we assume
z = zcos.

For small v/c, or small distance d, in the expanding Universe, the velocity is linearly
proportional to the distance (and all the distance measures, eg, angular diameter distance,
luminosity distance, etc, converge)

z ≈
v

c
=

d

DH
(11)

where DH is the Hubble distance defined in (4). But this is only true for small redshifts! It
is important to note that many galaxy redshift surveys, when presenting redshifts as radial
velocities, always use the non-relativistic approximation v = c z, even when it may not be
physically appropriate (eg, Fairall 1992).

In terms of cosmography, the cosmological redshift is directly related to the scale factor
a(t), or the “size” of the Universe. For an object at redshift z

1 + z =
a(to)

a(te)
(12)

where a(to) is the size of the Universe at the time the light from the object is observed, and
a(te) is the size at the time it was emitted.

Redshift is almost always determined with respect to us (or the frame centered on us
but stationary with respect to the microwave background), but it is possible to define the
redshift z12 between objects 1 and 2, both of which are cosmologically redshifted relative to
us: the redshift z12 of an object at redshift z2 relative to a hypothetical observer at redshift
z1 < z2 is given by

1 + z12 =
a(t1)

a(t2)
=

1 + z2

1 + z1
(13)

3

H(z) = H0

�
�M(1 + z)3 + �k(1 + z)2 + ��(1 + z)3(1+w0+wa)e�3waz/(1+z)

DL = c(1 + z)

z�

0

dz�

H(z�)

Hogg, arXiv:astro-ph/9905116 (2000)

Varying 
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• But for point sources, perfect degeneracy between source 
masses, redshift, spins.  Some extra non gravitational information 
necessary to determine z.
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Context: measurement of the Hubble constant

● Gravita�onal-wave “standard sirens”

Infer Hubble constant

Error propaga�on : 

Luminosity distance

from GW observa�ons
Redshif

from electromagne�c 

observa�on (e.g., host galaxy)

So far, only 1 point in the z, D
L
 plane 

(GW170817)!

• Phase: 

• Amplitude: 
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For a given an SNR, r , the error on the chirp mass is generally much smaller than the
error on the amplitude — and hence much smaller than the error on the luminosity
distance dL. (We refer the reader to [29, 32, 33] for a more in depth discussion,
including how these errors depend on the position of the source in the sky, on the
detector network, also on the degeneracies with cos i , and finally on how to go a
non-Gaussian generalisation of the Fisher matrix approach.) It will be useful for
later purposes to note that a network of a = 1, . . . ,Ndet detectors, as in LIGO-Virgo,
each with a different PSD Sn,a( f ), one often assumes that the network SNR is given
by the quadrature summation of the individual interferometers r2

network = ÂNdet
a=1 ra,

where in detector a, the SNR is ra = (ha|ha)1/2.
The high accuracy on the chirp mass is due to the large number of cycles in the

detected proportion of the gravitational waveform. Indeed, using Eq. (17), the error
on Mz scales as the inverse of the observation time of the event in the detector: light
binaries are observed for longer and hence the corresponding error on Mz is smaller.
This behaviour is generic and is also seen when doing a full Bayesian analysis:
the right-hand panel of Fig. 3 shows the 90% confidence levels for the posterior
distribution for (Mz,dL) for the 10 BBH events in the GWTC-1 catalogue of LIGO-
Virgo [34]. The errors on Mz increase with chirp mass, and relative to the error
on the luminosity distance only start becoming important for more distant events.
Furthermore, the correlation between the chirp mass and the luminosity distance is
negligible for low redshift events

Fig. 3 Left panel: 90% confidence level intervals for luminosity distance and i (indicated as q jn)
for the 10 BBH events in [34]. Right panel: 90% confidence level intervals for luminosity distance
and chirp mass for the 10 BBH events in [34].

dL, ℳz, ι, . . .

The GW signal from binary mergers 
depends on:

• Intrinsic parameters: phase evolution 
of the signal (spins, masses, merger 
time)

• Extrinsic parameters: geometrical or 
scale factors (sky-position, luminosity 
distance, inclination w.r.t the line of 
sight and merger phase)

Likelihood 

GWs: new type of standard siren for cosmology
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(m2, ~�2)

Fisher matrix analysis

Crux of doing late-time cosmology with  
GWs is to determine redshift of the sources. 
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dL =
cz

H0

dominant quadrupole mode: degeneracy between distance and inclination  
gives large, up to -40% errors on luminosity distance.
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A compact binary coalescence (CBC) source is speci-
fied by a vector of extrinsic parameters describing its po-
sition and orientation and intrinsic parameters describing
the physical properties of the binary components4:

✓ =

2

6666666666666664

↵
3

7777777777777775

right ascension
9
>>>>>>>=

>>>>>>>;

extrinsic
parameters,
✓ex

� declination
r distance
t� arrival time at geocenter
◆ inclination angle
 polarization angle
�c coalescence phase
m1 first component’s mass

9
>=

>;

intrinsic
parameters,
✓in.

m2 second component’s mass
S1 first component’s spin
S2 second component’s spin

(4)
Assuming a non-precessing circular orbit, we can write

the GW signal received by any detector as a linear com-
bination of two basis waveforms, H0 and H⇡/2 [45]. H0

and H⇡/2 are approximately “in quadrature” in the same
sense as the cosine and sine functions, being orthogo-
nal and out of phase by ⇡/2 at all frequencies. If H0

and H⇡/2 are Fourier transforms of real functions, then
H0(!) = H

⇤
0 (�!) and H⇡/2(!) = H

⇤
⇡/2(�!), and we can

write

H⇡/2(!) = H0(!) ·

(
�i if ! � 0

i if ! < 0
. (5)

4 This list of parameters involves some simplifying assumptions.
Eccentricity is omitted; although it may play a major role in the
evolution and waveforms of rare close binaries formed by dynam-
ical capture [39–41], BNS systems formed by binary stellar evolu-
tion should almost always circularize due to tidal interaction [42]
and later GW emission [43] long before the inspiral enters LIGO’s
frequency range of ⇠10–1000 kHz. Tidal deformabilities of the
NSs are omitted because the signal imprinted by the companions’
material properties is so small that it will only be detectable by
an Einstein Telescope-class GW observatory [44]. Furthermore,
in GW detection e↵orts, especially those focused on BNS sys-
tems, the component spins S1 and S2 are often assumed to be
nonprecessing and aligned with the system’s total angular mo-
mentum and condensed to a single scalar parameter �, or even
neglected entirely: S1 = S2 = 0.

For brevity, we define H ⌘ H0 and write all subsequent
equations in terms of the H basis vector alone. Then,
we can write the signal model in a way that isolates all
dependence on the extrinsic parameters, ✓ex, into a few
coe�cients and all dependence on the intrinsic parame-
ters, ✓in, into the basis waveform, by taking the Fourier
transform of Eq. (2.8) of Ref. [45],
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for ! � 0, where

⇣ = e
�2i (F+,i(↵, �, t�) + iF⇥,i(↵, �, t�)) . (7)

The quantities F+,i and F⇥,i are the dimensionless detec-
tor antenna factors, defined such that 0  F+,i

2+F⇥,i
2



1. They depend on the orientation of detector i as well
as the sky location and sidereal time of the event and
are presented in Ref. [46]. In a coordinate system with
the x and y axes aligned with the arms of a detector, the
antenna pattern is given in spherical polar coordinates as

F+ = �
1

2
(1 + cos2 ✓) cos 2�, (8)

F⇥ = � cos ✓ sin 2�. (9)

The unit vector di represents the position of detector i in
units of light travel time.5 The vector n is the direction of
the source. The negative sign in the dot product �di ·n is
present because the direction of travel of the GW signal
is opposite to that of its sky location. The quantity r1,i

is a fiducial distance at which detector i would register
S/N=1 for an optimally oriented binary (face-on, and in
a direction perpendicular to the interferometer’s arms):

r1,i = 1/�i, �i
2 =

Z 1

0

|H(!;✓in)|
2

Si(!)
d!. (10)

More succinctly, we can write the signal received by
detector i in terms of observable extrinsic parameters
✓i = (⇢i, �i, ⌧i), the amplitude ⇢i, phase �i, and time
delay ⌧i on arrival at detector i:

Xi(!;✓i,✓in)

= Xi(!; ⇢i, �i, ⌧i,✓in) =
⇢i

�i
e
i(�i�!⌧i)H(!;✓in). (11)

The prevailing technique for detection of GWs from
CBCs is to realize a maximum likelihood (ML) estima-
tor (MLE) from the likelihood in Eq. (3) and the signal

5 When considering transient GW sources such as those that we
are concerned with in this article, the origin of the coordinate
system is usually taken to be the geocenter. For long-duration
signals such as those from statically deformed neutron stars, the
solar system barycenter is a more natural choice.

physical properties on  
which the phase of the  
waveform depends
(For NS, equation of state..)

Position and orientation,
amplitude of waveform 
(plus ,…)e

•=GW170817

h(t, α, δ, . . . ) = F+(t, α, δ, ψ)h+(t) + Fx(t, α, δ, ψ)hx(t)

dL

Reminder..



• O1 ◦ 3 BBHs 

• O2 ◦ 7 BBHs
◦ 1 BNS with EM counterpart GW170817

                     
• O3  ◦ 4 events compatible with NSBH masses

◦ 2 events compatible with BNS masses
◦ ~80 BBHs. 
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For all of these events LVK provides the  
SNR and posterior distributions for  
the different parameters 
redshifted masses, 
luminosity distances,  
sky localisation, 
spins…

Public alerts: https://gracedb.ligo.org/ 
 https://emfollow.docs.ligo.org/ 

https://gwosc.org/

https://gracedb.ligo.org/
https://emfollow.docs.ligo.org/


GWTC-1 catalogue events

• Typically have 10-40% error on the distance measurement due to  
  degeneracy with incliation.  Reduces marginally by having more detectors,  
  but even for very loud sources and with  
  HLVKI the minimum is ~10% depending on position on the sky …..unless….. 



 e.g. can measure higher order modes
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For a BNS at 100Mpc, and for f = 100Hz, the amplitude is tiny, h ⇠ 10�23.

4.2 From the waveform to the Hubble constant

In this subsection we present more details on the detected gravitational waveform,
no longer assuming z ⌧ 1.

In the source frame attached to the binary system, a GW propagating towards the
detector is described by 2 polar angles; a polar angle j , and the inclination i — the
angle between the between the line of sight vector from the source to the detector
and the total orbital angular momentum vector of the binary system. Working in the
standard transverse-traceless gauge of general relativity, the two GW polarisations
h+,⇥ can be decomposed into spin �2 weighted spherical harmonic modes

h+ � ih⇥ =
•

Ầ
=2

`

Â
m=�`

Y`m(i,j) h`m, (20)

see e.g. [26]. The modes h`m depend on the properties of the source — including
the masses of the two bodies, m1,2, their spins, their distance dL from the detector,
and for NSs their equation of state. The dominant mode is the quadrupolar mode
h22 (GW emission is not isotropic). The higher order modes generally depend on
the mass difference

D =
(m1 �m2)

(m1 +m2)
, (21)

and scale differently with i than the dominant h22 mode. This different scaling
means that, for systems with very different masses such as NSBH mergers, higher
order modes (HoM) can be an important tool to extract more accurate measurements
of dL (see Sec. (5.1)).

At detection time td , the strain h measured by a GW interferometer is a linear
combination of h+,⇥, namely

h(td) = F+(a,d ,y, td)h+(td)+F⇥(a,d ,y, td)h⇥(td), (22)

where the detector response functions F+,⇥ depend on the geometry of the detector,
the position of the source in the sky defined by its declination and right-ascension
(a,d ), and the polarisation angle y (which describes the orientation of the pro-
jection of the binary’s orbital momentum vector onto the plane on the sky). If the
duration of the event is small compared to the time of rotation of the earth, their
dependence on time td can be neglected. As can be seen from Eq. (17), this will be
a good approximation for events seen by LIGO-Virgo. However, it starts to be ques-
tionable for BNS in Einstein-Telescope which, given the wider frequency band, can
be observed for order a few days. For LISA, the time-dependence of the response
functions is crucial.

• Two polarisation modes generally decomposed into spin -2 weighted spherical harmonics:

•  So far discussed the dominant quadrupolar mode. 

•  Higher order modes generally depend on the mass difference, and scale differently with inclination.
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and for NSs their equation of state. The dominant mode is the quadrupolar mode
h22 (GW emission is not isotropic). The higher order modes generally depend on
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and scale differently with i than the dominant h22 mode. This different scaling
means that, for systems with very different masses such as NSBH mergers, higher
order modes (HoM) can be an important tool to extract more accurate measurements
of dL (see Sec. (5.1)).

At detection time td , the strain h measured by a GW interferometer is a linear
combination of h+,⇥, namely
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where the detector response functions F+,⇥ depend on the geometry of the detector,
the position of the source in the sky defined by its declination and right-ascension
(a,d ), and the polarisation angle y (which describes the orientation of the pro-
jection of the binary’s orbital momentum vector onto the plane on the sky). If the
duration of the event is small compared to the time of rotation of the earth, their
dependence on time td can be neglected. As can be seen from Eq. (17), this will be
a good approximation for events seen by LIGO-Virgo. However, it starts to be ques-
tionable for BNS in Einstein-Telescope which, given the wider frequency band, can
be observed for order a few days. For LISA, the time-dependence of the response
functions is crucial.
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FIG. 3: Example of hybrid waveform modes constructed by matching NR and PN modes. These hybrid waveforms are constructed by matching
non-spinning, q = 8 NR waveforms computed using the SpEC code with PN/EOB waveforms describing the early inspiral. The horizontal
axes show the time (with origin at the start of the NR waveforms) and the vertical axes show the GW modes h`m(t). The matching region
(1000M, 2000M) is marked by vertical green lines.

made public by the SXS collaboration [34]. The SpEC code
evolves conformally flat quasi-equilibrium initial data [33, 39–
42] with the generalized harmonic formulation of general rela-
tivity [43–45], using a pseudospectral multi-domain method
for spatial discretization, and implements co-rotating coordi-
nate system via the dual frame method [27].

For mass ratio q = 18, new NR simulations have been
performed with the BAM code [35, 36]. This code evolves
black-hole-binary puncture initial data [46, 47] generated us-

ing a pseudo-spectral elliptic solver [48]. Initial parameters
for low-eccentricity inspiral were produced using integrations
of the PN equations of motion, as described in [49–51]. The
numerical evolution is carried out with the �-variant of the
moving-puncture [52–54] version of the BSSN [55, 56] for-
mulation of the 3+1 Einstein evolution equations. Spatial
finite-di↵erence derivatives are sixth-order accurate in the bulk
[36], Kreiss-Oliger dissipation terms converge at fifth order,
and a fourth-order Runge-Kutta algorithm is used for the time

mass ratio = 1/8[1409.2349]
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For a BNS at 100Mpc, and for f = 100Hz, the amplitude is tiny, h ⇠ 10�23.

4.2 From the waveform to the Hubble constant

In this subsection we present more details on the detected gravitational waveform,
no longer assuming z ⌧ 1.

In the source frame attached to the binary system, a GW propagating towards the
detector is described by 2 polar angles; a polar angle j , and the inclination i — the
angle between the between the line of sight vector from the source to the detector
and the total orbital angular momentum vector of the binary system. Working in the
standard transverse-traceless gauge of general relativity, the two GW polarisations
h+,⇥ can be decomposed into spin �2 weighted spherical harmonic modes

h+ � ih⇥ =
•

Ầ
=2

`

Â
m=�`

Y`m(i,j) h`m, (20)

see e.g. [26]. The modes h`m depend on the properties of the source — including
the masses of the two bodies, m1,2, their spins, their distance dL from the detector,
and for NSs their equation of state. The dominant mode is the quadrupolar mode
h22 (GW emission is not isotropic). The higher order modes generally depend on
the mass difference

D =
(m1 �m2)

(m1 +m2)
, (21)

and scale differently with i than the dominant h22 mode. This different scaling
means that, for systems with very different masses such as NSBH mergers, higher
order modes (HoM) can be an important tool to extract more accurate measurements
of dL (see Sec. (5.1)).

At detection time td , the strain h measured by a GW interferometer is a linear
combination of h+,⇥, namely

h(td) = F+(a,d ,y, td)h+(td)+F⇥(a,d ,y, td)h⇥(td), (22)

where the detector response functions F+,⇥ depend on the geometry of the detector,
the position of the source in the sky defined by its declination and right-ascension
(a,d ), and the polarisation angle y (which describes the orientation of the pro-
jection of the binary’s orbital momentum vector onto the plane on the sky). If the
duration of the event is small compared to the time of rotation of the earth, their
dependence on time td can be neglected. As can be seen from Eq. (17), this will be
a good approximation for events seen by LIGO-Virgo. However, it starts to be ques-
tionable for BNS in Einstein-Telescope which, given the wider frequency band, can
be observed for order a few days. For LISA, the time-dependence of the response
functions is crucial.
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Fig. 4 GW190412: Posterior distribution for the luminosity distance and inclination. The central
plot shows the 90% confidence level for different waveform approximants namely: the dominant
multipole (and no precession), higher multipoles and no precession; and higher multipoles and
precession. The impact of higher multipoles on constraining the inclination and distance is clear.
The top and side plots show the marginal posteriors of i and dL respectively. Figure from [37]

rection of the GW signal. For a network with three or more detectors instead, the
sky localization area AGW at the 90% confidence level is given by [32]

AGW =
2p ln10p

detG
, (36)

where G is now the sum of all the single detector Fisher matrices.

5.2 Bayesian statistical method: an outline

In this subsection we outline the Bayesian statistical methods which are extensively
used to infer cosmological parameters from a number Nobs of GW events. For a de-
tailed overview and discussion of the methods described below, we refer the reader
to [41, 42] and references within. Initially, we will assume that there exists an iden-
tified EM counterpart to each of the GW events. However, this will certainly not
always be true (and is likely not be true for many BBH systems), though there ex-
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m1 ⇠ 30M�,m2 ⇠ 8M�

• Two polarisation modes generally decomposed into spin -2 weighted spherical harmonics:

•  So far discussed the dominant quadrupolar mode. 

•  Higher order modes generally depend on the mass difference, and scale differently with inclination.
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and the total orbital angular momentum vector of the binary system. Working in the
standard transverse-traceless gauge of general relativity, the two GW polarisations
h+,⇥ can be decomposed into spin �2 weighted spherical harmonic modes

h+ � ih⇥ =
•

Ầ
=2

`

Â
m=�`

Y`m(i,j) h`m, (20)

see e.g. [26]. The modes h`m depend on the properties of the source — including
the masses of the two bodies, m1,2, their spins, their distance dL from the detector,
and for NSs their equation of state. The dominant mode is the quadrupolar mode
h22 (GW emission is not isotropic). The higher order modes generally depend on
the mass difference

D =
(m1 �m2)

(m1 +m2)
, (21)

and scale differently with i than the dominant h22 mode. This different scaling
means that, for systems with very different masses such as NSBH mergers, higher
order modes (HoM) can be an important tool to extract more accurate measurements
of dL (see Sec. (5.1)).

At detection time td , the strain h measured by a GW interferometer is a linear
combination of h+,⇥, namely

h(td) = F+(a,d ,y, td)h+(td)+F⇥(a,d ,y, td)h⇥(td), (22)

where the detector response functions F+,⇥ depend on the geometry of the detector,
the position of the source in the sky defined by its declination and right-ascension
(a,d ), and the polarisation angle y (which describes the orientation of the pro-
jection of the binary’s orbital momentum vector onto the plane on the sky). If the
duration of the event is small compared to the time of rotation of the earth, their
dependence on time td can be neglected. As can be seen from Eq. (17), this will be
a good approximation for events seen by LIGO-Virgo. However, it starts to be ques-
tionable for BNS in Einstein-Telescope which, given the wider frequency band, can
be observed for order a few days. For LISA, the time-dependence of the response
functions is crucial.
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dark siren contribution

[2112.04510, SH0ES and Pantheon+  
collaborations, Reiss et al]

[2018 Planck collaboration]

• The hope:  GWs can say something about the ~5-sigma tension between measurements that calculate the 
sound horizon at decoupling (+assumption of Lambda CDM) and those that do not?

O1: 1710.05835 O1+O2: 1908.06060
(4% improvement)

O1+O2+O3: 
(~42% improvement)

  Late time cosmology  with GWs: results + future(H0, Ωm)

GW results with LVK observations

https://arxiv.org/abs/1710.05835


Determining the redshift

– Dark siren method = spectral sirens + information from galaxy catalogues.  
   (But often these may not be complete, and will definitely not be at larger z. )

Michele Mancarella, 28/01/2021 - GdR GWs, Cosmology

STATISTICAL METHODS FOR DARK SIRENS

 Basic idea:

 Full bayesian formulation:

hA / 1/dGW
L (z;H0,⌅0)

 GWs from compact binaries are standard sirens 

 In absence of counterpart, take redshifts 
   from all galaxies within localization region

 Compute Ξ0 for all of them

 Doing so for many events you get a distribution
   peaked at the true value.

 GW likelihood : LVC skymaps (direction-dependent gaussian approx.)

 Use a galaxy catalogue prior on redshift and position;  marginalize

 Correct for selection bias

p(⌅0|DGW) / ⇡(⌅0)

�(⌅0)Nobs

NobsY

i=1

Z
dzd⌦ p(Di

GW|dL(z;⌅0), ⌦̂) p0(z, ⌦̂)

Schutz 1986

Del Pozzo ’11, Chen et al ’18, Gray et al. `19, ...

Thursday 28 January 21

– Bright siren method, requires EM counterparts. [B.Schutz, '86] 
 
  Potentially most accurate for cosmological parameters. 
    • LVK: only one seen so far, GW170817, with optical identification of host galaxy. 
    • ET:  how many are expected? 
    • LISA.  SMBHB mergers may be accompanied by an electromagnetic counterpart (generated by gas 
             accreting on the binary or on the remnant BH).  Expected rate: ~7-20 per year! [Mangiagli et al 2207.16078]

 S.Mastrogiovanni & DAS,  “Handbook of Gravitational Wave Astronomy” (2022) 

– Spectral siren method 
     Requires knowledge of underlying astrophysical properties of sources (mass distribution)

– NS, a measure of the tidal deformability + equation of state 

Reminder: for point sources, there’s a perfect degeneracy between source masses, redshift, spins.  
Some extra non gravitational information necessary to determine z.

https://ui.adsabs.harvard.edu/abs/2022hgwa.bookE..48M/abstract
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with specific stellar populations). Because merger counterparts
are predicted to be faint, obtaining a spectroscopic redshift
is challenging (cf. Rowlinson et al. 2010), in which case
spectroscopy of the host galaxy is the most promising means
of obtaining the event redshift.

It is important to distinguish two general strategies for con-
necting EM and GW events. One approach is to search for a
GW signal following an EM trigger, either in real time or at
a post-processing stage (e.g., Finn et al. 1999; Mohanty et al.
2004). This is particularly promising for counterparts predicted
to occur in temporal coincidence with the GW chirp, such as
short-duration gamma-ray bursts (SGRBs). Unfortunately, most
other promising counterparts (none of which have yet been
independently identified) occur hours to months after coales-
cence.6 Thus, the predicted arrival time of the GW signal will
remain uncertain, in which case the additional sensitivity gained
from this information is significantly reduced. For instance, if
the time of merger is known only to within an uncertainty of
∼ hours (weeks), as we will show is the case for optical (radio)
counterparts, then the number of trial GW templates that must
be searched is larger by a factor ∼104–106 than if the merger
time is known to within seconds, as in the case of SGRBs.

A second approach, which is the primary focus of this paper,
is EM follow-up of GW triggers. A potential advantage in this
case is that counterpart searches are restricted to the nearby
universe, as determined by the ALIGO/Virgo sensitivity range
(redshift z ! 0.05–0.1). On the other hand, the large error
regions are a significant challenge, which are estimated to be
tens of square degrees even for optimistic configurations of GW
detectors (e.g., Gürsel & Tinto 1989; Fairhurst 2009; Wen &
Chen 2010; Nissanke et al. 2011). Although it has been argued
that this difficulty may be alleviated if the search is restricted
to galaxies within 200 Mpc (Nuttall & Sutton 2010), we stress
that the number of galaxies with L " 0.1 L∗ (typical of SGRB
host galaxies; Berger 2009, 2011) within an expected GW error
region is ∼400, large enough to negate this advantage for most
search strategies. In principle the number of candidate galaxies
could be reduced if the distance can be constrained from the
GW signal; however, distance estimates for individual events
are rather uncertain, especially at that low of S/Ns that will
characterize most detections (Nissanke et al. 2010). Moreover,
current galaxy catalogs are incomplete within the ALIGO/Virgo
volume, especially at lower luminosities. Finally, some mergers
may also occur outside of their host galaxies (Berger 2010;
Kelley et al. 2010). Although restricting counterpart searches to
nearby galaxies is unlikely to reduce the number of telescope
pointings necessary in follow-up searches, it nevertheless can
substantially reduce the effective sky region to be searched,
thereby allowing for more effective vetoes of false positive
events (Kulkarni & Kasliwal 2009).

At the present there are no optical or radio facilities that can
provide all-sky coverage at a cadence and depth matched to
the expected light curves of EM counterparts. As we show in
this paper, even the Large Synoptic Survey Telescope (LSST),
with a planned all-sky cadence of four days and a depth of
r ≈ 24.7 mag, is unlikely to effectively capture the range of
expected EM counterparts. Thus, targeted follow-up of GW

6 Predicted EM counterparts that may instead precede the GW signal include
emission powered by the magnetosphere of the NS (e.g., Hansen & Lyutikov
2001; McWilliams & Levin 2011; Lyutikov 2011a, 2011b), or cracking of the
NS crust due to tidal interactions (e.g., Troja et al. 2010; Tsang et al. 2011),
during the final inspiral. However, given the current uncertainties in these
models, we do not discuss them further.

BH
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Kilonova
Optical (t ~ 1 day)

Jet ISM Shock (Afterglow)

GRB
(t ~ 0.1 1 s)
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Figure 1. Summary of potential electromagnetic counterparts of NS–NS/
NS–BH mergers discussed in this paper, as a function of the observer angle,
θobs. Following the merger a centrifugally supported disk (blue) remains around
the central compact object (usually a BH). Rapid accretion lasting !1 s
powers a collimated relativistic jet, which produces a short-duration gamma-
ray burst (Section 2). Due to relativistic beaming, the gamma-ray emission
is restricted to observers with θobs ! θj , the half-opening angle of the jet.
Non-thermal afterglow emission results from the interaction of the jet with
the surrounding circumburst medium (pink). Optical afterglow emission is
observable on timescales up to ∼ days–weeks by observers with viewing angles
of θobs ! 2θj (Section 3.1). Radio afterglow emission is observable from all
viewing angles (isotropic) once the jet decelerates to mildly relativistic speeds
on a timescale of weeks–months, and can also be produced on timescales of
years from sub-relativistic ejecta (Section 3.2). Short-lived isotropic optical
emission lasting ∼few days (kilonova; yellow) can also accompany the merger,
powered by the radioactive decay of heavy elements synthesized in the ejecta
(Section 4).
(A color version of this figure is available in the online journal.)

error regions is required, whether the aim is to detect optical
or radio counterparts. Even with this approach, the follow-
up observations will still require large field-of-view (FOV)
telescopes to cover tens of square degrees; targeted observations
of galaxies are unlikely to substantially reduce the large amount
of time to scan the full error region.

Our investigation of EM counterparts is organized as follows.
We begin by comparing various types of EM counterparts, each
illustrated by the schematic diagram in Figure 1. The first is an
SGRB, powered by accretion following the merger (Section 2).
Even if no SGRB is produced or detected, the merger may still
be accompanied by relativistic ejecta, which will power non-
thermal afterglow emission as it interacts with the surrounding
medium. In Section 3 we explore the properties of such “or-
phan afterglows” from bursts with jets nearly aligned toward
Earth (optical afterglows; Section 3.1) and for larger viewing
angles (late radio afterglows; Section 3.2). We constrain our
models using the existing observations of SGRB afterglows,
coupled with off-axis afterglow models. We also provide a re-
alistic assessment of the required observing time and achiev-
able depths in the optical and radio bands. In Section 4 we
consider isotropic optical transients powered by the radioac-
tive decay of heavy elements synthesized in the ejecta (referred
to here as “kilonovae,” since their peak luminosities are pre-
dicted to be roughly one thousand times brighter than those
of standard novae). In Section 5 we compare and contrast the
potential counterparts in the context of our four Cardinal Virtues.
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 Bright sirens (NS-NS or NS-BH mergers).

 For GW170817: 
– 30 deg2 localisation area, SNR ~ 30 
– measure redshift from optical identification 
 of the host galaxy (NGC4993 in the Hydra 
  constellation) 
 

[Metzger&Berger, ApJ (2012)] 

[LVC+, ApJL (2017)] 



• BNS detected by LIGO and Virgo.  
      source distance ~ 40 Mpc  

[LVK+, ApJL, 848 (2017)]. 
 
 

• Short Gamma-ray burst and Kilonova allowed  
the identification of the source host galaxy NGC4993.    

[1710.05835]
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The measurement of the GW polarization is cru-
cial for inferring the binary inclination. This in-
clination, ◆, is defined as the angle between the
line of sight vector from the source to the detec-
tor and the orbital angular momentum vector of
the binary system. For electromagnetic (EM) phe-
nomena it is typically not possible to tell whether a
system is orbiting clockwise or counter-clockwise
(or, equivalently, face-on or face-off), and sources
are therefore usually characterized by a viewing
angle: min (◆, 180� � ◆). By contrast, GW mea-
surements can identify the sense of the rotation,
and thus ◆ ranges from 0 (counter-clockwise) to
180 deg (clockwise). Previous GW detections by
LIGO had large uncertainties in luminosity dis-
tance and inclination (Abbott et al. 2016a) because
the two LIGO detectors that were involved are
nearly co-aligned, preventing a precise polariza-
tion measurement. In the present case, thanks to
Virgo as an additional detector, the cosine of the
inclination can be constrained at 68.3% (1�) con-
fidence to the range [�1.00,�0.81] corresponding
to inclination angles between [144, 180] deg. This
implies that the plane of the binary orbit is almost,
but not quite, perpendicular to our line of sight
to the source (◆ ⇡ 180 deg), which is consistent
with the observation of a coincident GRB (LVC,
GBM, & INTEGRAL 2017 in prep.; Goldstein et
al. 2017, ApJL, submitted; Savchenko et al. 2017,
ApJL, submitted). We report inferences on cos ◆
because our prior for it is flat, so the posterior is
proportional to the marginal likelihood for it from
the GW observations.

EM follow-up of the GW sky localization re-
gion (Abbott et al. 2017c) discovered an opti-
cal transient (Coulter et al. 2017; Soares-Santos
et al. 2017; Valenti et al. 2017; Arcavi et al. 2017;
Tanvir et al. 2017; Lipunov et al. 2017) in close
proximity to the galaxy NGC 4993. The location
of the transient was previously observed by the
Distance Less Than 40 Mpc (DLT40) survey on
2017 July 27.99 UT and no sources were found
(Valenti et al. 2017). We estimate the probability

Figure 1. GW170817 measurement of H0. Marginal-
ized posterior density for H0 (blue curve). Constraints
at 1- and 2� from Planck (Planck Collaboration et al.
2016) and SHoES (Riess et al. 2016) are shown in
green and orange. The maximum a posteriori value
and minimal 68.3% credible interval from this PDF is
H0 = 70.0+12.0

�8.0 km s�1Mpc�1. The 68.3% (1�) and
95.4% (2�) minimal credible intervals are indicated by
dashed and dotted lines.

of a random chance association between the opti-
cal counterpart and NGC 4993 to be 0.004% (see
the Methods section for details). In what follows
we assume that the optical counterpart is associ-
ated with GW170817, and that this source resides
in NGC 4993.

To compute H0 we need to estimate the back-
ground Hubble flow velocity at the position of
NGC 4993. In the traditional electromagnetic cal-
ibration of the cosmic “distance ladder” (Freed-
man et al. 2001), this step is commonly carried
out using secondary distance indicator informa-
tion, such as the Tully-Fisher relation (Sakai et al.
2000), which allows one to infer the background
Hubble flow velocity in the local Universe scaled
back from more distant secondary indicators cal-
ibrated in quiet Hubble flow. We do not adopt
this approach here, however, in order to preserve
more fully the independence of our results from
the electromagnetic distance ladder. Instead we
estimate the Hubble flow velocity at the position

 Bright sirens: Cosmology with GW170817
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of a random chance association between the opti-
cal counterpart and NGC 4993 to be 0.004% (see
the Methods section for details). In what follows
we assume that the optical counterpart is associ-
ated with GW170817, and that this source resides
in NGC 4993.

To compute H0 we need to estimate the back-
ground Hubble flow velocity at the position of
NGC 4993. In the traditional electromagnetic cal-
ibration of the cosmic “distance ladder” (Freed-
man et al. 2001), this step is commonly carried
out using secondary distance indicator informa-
tion, such as the Tully-Fisher relation (Sakai et al.
2000), which allows one to infer the background
Hubble flow velocity in the local Universe scaled
back from more distant secondary indicators cal-
ibrated in quiet Hubble flow. We do not adopt
this approach here, however, in order to preserve
more fully the independence of our results from
the electromagnetic distance ladder. Instead we
estimate the Hubble flow velocity at the position
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Errors:  
 
1/ peculiar velocities
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Figure 2. Inference on H0 and inclination. Pos-
terior density of H0 and cos ◆ from the joint GW-EM
analysis (blue contours). Shading levels are drawn at
every 5% credible level, with the 68.3% (1�, solid) and
95.4% (2�, dashed) contours in black. Values of H0 and
1- and 2� error bands are also displayed from Planck
(Planck Collaboration et al. 2016) and SHoES (Riess
et al. 2016). As noted in the text, inclination angles
near 180 deg (cos ◆ = �1) indicate that the orbital an-
gular momentum is anti-parallel with the direction from
the source to the detector.

of NGC 4993 by correcting for local peculiar mo-
tions.

NGC 4993 is part of a collection of galaxies,
ESO-508, whose center-of-mass recession veloc-
ity relative to the frame of the CMB (Hinshaw et al.
2009) is (Crook et al. 2007) 3327± 72 km s�1. We
correct the group velocity by 310 km s�1 due to
the coherent bulk flow (Springob et al. 2014; Car-
rick et al. 2015) towards The Great Attractor (see
Methods section for details). The standard error on
our estimate of the peculiar velocity is 69 km s�1,
but recognizing that this value may be sensitive
to details of the bulk flow motion that have been
imperfectly modelled, in our subsequent analysis
we adopt a more conservative estimate (Carrick
et al. 2015) of 150km s�1 for the uncertainty on
the peculiar velocity at the location of NGC 4993,
and fold this into our estimate of the uncertainty
on vH . From this, we obtain a Hubble velocity
vH = 3017± 166 km s�1.

Once the distance and Hubble velocity distribu-
tions have been determined from the GW and EM
data, respectively, we can constrain the value of
the Hubble constant. The measurement of the dis-
tance is strongly correlated with the measurement
of the inclination of the orbital plane of the bi-
nary. The analysis of the GW data also depends on
other parameters describing the source, such as the
masses of the components (Abbott et al. 2016a).
Here we treat the uncertainty in these other vari-
ables by marginalizing over the posterior distribu-
tion on system parameters (Abbott et al. 2017a),
with the exception of the position of the system on
the sky which is taken to be fixed at the location of
the optical counterpart.

We carry out a Bayesian analysis to infer
a posterior distribution on H0 and inclination,
marginalized over uncertainties in the recessional
and peculiar velocities; see the Methods sec-
tion for details. Figure 1 shows the marginal
posterior for H0. The maximum a posteri-
ori value with the minimal 68.3% credible in-
terval is H0 = 70.0+12.0

�8.0 km s�1 Mpc�1. Our
estimate agrees well with state-of-the-art de-
terminations of this quantity, including CMB
measurements from Planck (Planck Collabora-
tion et al. 2016) (67.74 ± 0.46 km s�1 Mpc�1,
“TT,TE,EE+lowP+lensing+ext”) and Type Ia su-
pernova measurements from SHoES (Riess et al.
2016) (73.24 ± 1.74 km s�1 Mpc�1), as well as
baryon acoustic oscillations measurements from
SDSS (Aubourg et al. 2015), strong lensing mea-
surements from H0LiCOW (Bonvin et al. 2017),
high-l CMB measurements from SPT (Henning
et al. 2017), and Cepheid measurements from the
HST key project (Freedman et al. 2001). Our mea-
surement is a new and independent determination
of this quantity. The close agreement indicates
that, although each method may be affected by dif-
ferent systematic uncertainties, we see no evidence
at present for a systematic difference between GW
and established EM-based estimates. As has been
much remarked upon, the Planck and SHoES re-

2

The Hubble constant H0 measures the mean ex-
pansion rate of the Universe. At nearby distances
(d . 50Mpc) it is well approximated by the ex-
pression

vH = H0d, (1)

where vH is the local “Hubble flow” velocity of a
source, and d is the distance to the source. At such
distances all cosmological distance measures (such
as luminosity distance and comoving distance) dif-
fer at the order of vH/c where c is the speed of
light. As vH/c ⇠ 1% for GW170817 we do not
distinguish between them. We are similarly insen-
sitive to the values of other cosmological parame-
ters, such as ⌦m and ⌦⇤.

To obtain the Hubble flow velocity at the posi-
tion of GW170817, we use the optical identifica-
tion of the host galaxy NGC 4993 (Abbott et al.
2017c). This identification is based solely on the
2-dimensional projected offset and is independent
of any assumed value of H0. The position and red-
shift of this galaxy allow us to estimate the appro-
priate value of the Hubble flow velocity. Because
the source is relatively nearby the random relative
motions of galaxies, known as peculiar velocities,
need to be taken into account. The peculiar veloc-
ity is ⇠ 10% of the measured recessional velocity
(see Methods).

The original standard siren proposal (Schutz
1986) did not rely on the unique identification of
a host galaxy. By combining information from
⇠ 100 independent GW detections, each with a set
of potential host galaxies, a ⇠ 5% estimate of H0

can be obtained even without the detection of any
transient optical counterparts (Del Pozzo 2012).
This is particularly relevant, as gravitational-wave
networks will detect many binary black hole merg-
ers over the coming years (Abbott et al. 2016a),
and these are not expected to be accompanied by
electromagnetic counterparts. Alternatively, if an
EM counterpart has been identified but the host
galaxy is unknown, the same statistical method
can be applied but using only those galaxies in

a narrow beam around the location of the opti-
cal counterpart. However, such statistical analyses
are sensitive to a number of complicating effects,
including the incompleteness of current galaxy cat-
alogs or the need for dedicated follow-up surveys,
as well as a range of selection effects (Messen-
ger & Veitch 2013). In what follows we exploit
the identification of NGC 4993 as the host galaxy
of GW170817 to perform a standard siren mea-
surement of the Hubble constant (Holz & Hughes
2005; Dalal et al. 2006; Nissanke et al. 2010,
2013).

Analysis of the GW data associated with GW170817
produces estimates for the parameters of the
source, under the assumption that general rela-
tivity is the correct model of gravity (Abbott et al.
2017a). We are most interested in the joint pos-
terior distribution on the luminosity distance and
binary orbital inclination angle. For the analysis in
this paper we fix the location of the GW source on
the sky to the identified location of the counterpart
(Coulter et al. 2017). See the Methods section for
details.

An analysis of the GW data alone finds that
GW170817 occurred at a distance d = 43.8+2.9

�6.9 Mpc
(all values are quoted as the maximum posterior
value with the minimal width 68.3% credible inter-
val). We note that the distance quoted here differs
from that in other studies (Abbott et al. 2017a),
since here we assume that the optical counter-
part represents the true sky location of the GW
source instead of marginalizing over a range of
potential sky locations. The ⇠ 15% uncertainty
is due to a combination of statistical measurement
error from the noise in the detectors, instrumen-
tal calibration uncertainties (Abbott et al. 2017a),
and a geometrical factor dependent upon the cor-
relation of distance with inclination angle. The
GW measurement is consistent with the distance
to NGC 4993 measured using the Tully-Fisher re-
lation, dTF = 41.1 ± 5.8Mpc (Sakai et al. 2000;
Freedman et al. 2001).

~15% error2/ distance
 
3/ statistical measurement error from noise 
in detectors instrumentation calibration 
uncertainties

• Gaussian approx for both distance and Hubble constant posteriors are clearly oversimplification.  
 Any analytical approach must go beyond the Gaussian (Fisher information matrix) approximation.  
 
• must deal with the main cause of the large uncertainty, namely degeneracy between D and i
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● Two polariza�ons may help to resolve the degeneracy

Ex: GW170817 with signi2cant SNR in LIGO HL and Virgo

● Any sky loca�on where distance uncertainty is smaller?

“Golden spots” for H0 measurement?

Abbo8 et al.  Phys. Rev. X 9, 011001 2019

• and must be sufficiently flexible to calculate the distance posterior, for any network configuration

i=inclination = angle between 1) line  of sight vector from 
source to detector; and  2) orbital angular momentum of  
the binary

For GW170817, the posterior probability density  
for the luminosity distance  

B.P.Abbot + Nature 551, 85–88 (02 November 2017)Public GW170817 PE samples on GWOSC
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SNR of ~33
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Analytic (for a fast evaluation)

Which efficiently encodes degeneracies in the parameter space

Introduction
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Prediction of estimate accuracy can be obtained by Fisher information matrix (gaussian 
approximation). 
Is this reliable for distance estimations from GW data?

Gaussian approximation for the Hubble 
constant posterior is an oversimplification



3

The measurement of the GW polarization is cru-
cial for inferring the binary inclination. This in-
clination, ◆, is defined as the angle between the
line of sight vector from the source to the detec-
tor and the orbital angular momentum vector of
the binary system. For electromagnetic (EM) phe-
nomena it is typically not possible to tell whether a
system is orbiting clockwise or counter-clockwise
(or, equivalently, face-on or face-off), and sources
are therefore usually characterized by a viewing
angle: min (◆, 180� � ◆). By contrast, GW mea-
surements can identify the sense of the rotation,
and thus ◆ ranges from 0 (counter-clockwise) to
180 deg (clockwise). Previous GW detections by
LIGO had large uncertainties in luminosity dis-
tance and inclination (Abbott et al. 2016a) because
the two LIGO detectors that were involved are
nearly co-aligned, preventing a precise polariza-
tion measurement. In the present case, thanks to
Virgo as an additional detector, the cosine of the
inclination can be constrained at 68.3% (1�) con-
fidence to the range [�1.00,�0.81] corresponding
to inclination angles between [144, 180] deg. This
implies that the plane of the binary orbit is almost,
but not quite, perpendicular to our line of sight
to the source (◆ ⇡ 180 deg), which is consistent
with the observation of a coincident GRB (LVC,
GBM, & INTEGRAL 2017 in prep.; Goldstein et
al. 2017, ApJL, submitted; Savchenko et al. 2017,
ApJL, submitted). We report inferences on cos ◆
because our prior for it is flat, so the posterior is
proportional to the marginal likelihood for it from
the GW observations.

EM follow-up of the GW sky localization re-
gion (Abbott et al. 2017c) discovered an opti-
cal transient (Coulter et al. 2017; Soares-Santos
et al. 2017; Valenti et al. 2017; Arcavi et al. 2017;
Tanvir et al. 2017; Lipunov et al. 2017) in close
proximity to the galaxy NGC 4993. The location
of the transient was previously observed by the
Distance Less Than 40 Mpc (DLT40) survey on
2017 July 27.99 UT and no sources were found
(Valenti et al. 2017). We estimate the probability

Figure 1. GW170817 measurement of H0. Marginal-
ized posterior density for H0 (blue curve). Constraints
at 1- and 2� from Planck (Planck Collaboration et al.
2016) and SHoES (Riess et al. 2016) are shown in
green and orange. The maximum a posteriori value
and minimal 68.3% credible interval from this PDF is
H0 = 70.0+12.0

�8.0 km s�1Mpc�1. The 68.3% (1�) and
95.4% (2�) minimal credible intervals are indicated by
dashed and dotted lines.

of a random chance association between the opti-
cal counterpart and NGC 4993 to be 0.004% (see
the Methods section for details). In what follows
we assume that the optical counterpart is associ-
ated with GW170817, and that this source resides
in NGC 4993.

To compute H0 we need to estimate the back-
ground Hubble flow velocity at the position of
NGC 4993. In the traditional electromagnetic cal-
ibration of the cosmic “distance ladder” (Freed-
man et al. 2001), this step is commonly carried
out using secondary distance indicator informa-
tion, such as the Tully-Fisher relation (Sakai et al.
2000), which allows one to infer the background
Hubble flow velocity in the local Universe scaled
back from more distant secondary indicators cal-
ibrated in quiet Hubble flow. We do not adopt
this approach here, however, in order to preserve
more fully the independence of our results from
the electromagnetic distance ladder. Instead we
estimate the Hubble flow velocity at the position

1�

2�

Errors:  
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Figure 2. Inference on H0 and inclination. Pos-
terior density of H0 and cos ◆ from the joint GW-EM
analysis (blue contours). Shading levels are drawn at
every 5% credible level, with the 68.3% (1�, solid) and
95.4% (2�, dashed) contours in black. Values of H0 and
1- and 2� error bands are also displayed from Planck
(Planck Collaboration et al. 2016) and SHoES (Riess
et al. 2016). As noted in the text, inclination angles
near 180 deg (cos ◆ = �1) indicate that the orbital an-
gular momentum is anti-parallel with the direction from
the source to the detector.

of NGC 4993 by correcting for local peculiar mo-
tions.

NGC 4993 is part of a collection of galaxies,
ESO-508, whose center-of-mass recession veloc-
ity relative to the frame of the CMB (Hinshaw et al.
2009) is (Crook et al. 2007) 3327± 72 km s�1. We
correct the group velocity by 310 km s�1 due to
the coherent bulk flow (Springob et al. 2014; Car-
rick et al. 2015) towards The Great Attractor (see
Methods section for details). The standard error on
our estimate of the peculiar velocity is 69 km s�1,
but recognizing that this value may be sensitive
to details of the bulk flow motion that have been
imperfectly modelled, in our subsequent analysis
we adopt a more conservative estimate (Carrick
et al. 2015) of 150km s�1 for the uncertainty on
the peculiar velocity at the location of NGC 4993,
and fold this into our estimate of the uncertainty
on vH . From this, we obtain a Hubble velocity
vH = 3017± 166 km s�1.

Once the distance and Hubble velocity distribu-
tions have been determined from the GW and EM
data, respectively, we can constrain the value of
the Hubble constant. The measurement of the dis-
tance is strongly correlated with the measurement
of the inclination of the orbital plane of the bi-
nary. The analysis of the GW data also depends on
other parameters describing the source, such as the
masses of the components (Abbott et al. 2016a).
Here we treat the uncertainty in these other vari-
ables by marginalizing over the posterior distribu-
tion on system parameters (Abbott et al. 2017a),
with the exception of the position of the system on
the sky which is taken to be fixed at the location of
the optical counterpart.

We carry out a Bayesian analysis to infer
a posterior distribution on H0 and inclination,
marginalized over uncertainties in the recessional
and peculiar velocities; see the Methods sec-
tion for details. Figure 1 shows the marginal
posterior for H0. The maximum a posteri-
ori value with the minimal 68.3% credible in-
terval is H0 = 70.0+12.0

�8.0 km s�1 Mpc�1. Our
estimate agrees well with state-of-the-art de-
terminations of this quantity, including CMB
measurements from Planck (Planck Collabora-
tion et al. 2016) (67.74 ± 0.46 km s�1 Mpc�1,
“TT,TE,EE+lowP+lensing+ext”) and Type Ia su-
pernova measurements from SHoES (Riess et al.
2016) (73.24 ± 1.74 km s�1 Mpc�1), as well as
baryon acoustic oscillations measurements from
SDSS (Aubourg et al. 2015), strong lensing mea-
surements from H0LiCOW (Bonvin et al. 2017),
high-l CMB measurements from SPT (Henning
et al. 2017), and Cepheid measurements from the
HST key project (Freedman et al. 2001). Our mea-
surement is a new and independent determination
of this quantity. The close agreement indicates
that, although each method may be affected by dif-
ferent systematic uncertainties, we see no evidence
at present for a systematic difference between GW
and established EM-based estimates. As has been
much remarked upon, the Planck and SHoES re-

2

The Hubble constant H0 measures the mean ex-
pansion rate of the Universe. At nearby distances
(d . 50Mpc) it is well approximated by the ex-
pression

vH = H0d, (1)

where vH is the local “Hubble flow” velocity of a
source, and d is the distance to the source. At such
distances all cosmological distance measures (such
as luminosity distance and comoving distance) dif-
fer at the order of vH/c where c is the speed of
light. As vH/c ⇠ 1% for GW170817 we do not
distinguish between them. We are similarly insen-
sitive to the values of other cosmological parame-
ters, such as ⌦m and ⌦⇤.

To obtain the Hubble flow velocity at the posi-
tion of GW170817, we use the optical identifica-
tion of the host galaxy NGC 4993 (Abbott et al.
2017c). This identification is based solely on the
2-dimensional projected offset and is independent
of any assumed value of H0. The position and red-
shift of this galaxy allow us to estimate the appro-
priate value of the Hubble flow velocity. Because
the source is relatively nearby the random relative
motions of galaxies, known as peculiar velocities,
need to be taken into account. The peculiar veloc-
ity is ⇠ 10% of the measured recessional velocity
(see Methods).

The original standard siren proposal (Schutz
1986) did not rely on the unique identification of
a host galaxy. By combining information from
⇠ 100 independent GW detections, each with a set
of potential host galaxies, a ⇠ 5% estimate of H0

can be obtained even without the detection of any
transient optical counterparts (Del Pozzo 2012).
This is particularly relevant, as gravitational-wave
networks will detect many binary black hole merg-
ers over the coming years (Abbott et al. 2016a),
and these are not expected to be accompanied by
electromagnetic counterparts. Alternatively, if an
EM counterpart has been identified but the host
galaxy is unknown, the same statistical method
can be applied but using only those galaxies in

a narrow beam around the location of the opti-
cal counterpart. However, such statistical analyses
are sensitive to a number of complicating effects,
including the incompleteness of current galaxy cat-
alogs or the need for dedicated follow-up surveys,
as well as a range of selection effects (Messen-
ger & Veitch 2013). In what follows we exploit
the identification of NGC 4993 as the host galaxy
of GW170817 to perform a standard siren mea-
surement of the Hubble constant (Holz & Hughes
2005; Dalal et al. 2006; Nissanke et al. 2010,
2013).

Analysis of the GW data associated with GW170817
produces estimates for the parameters of the
source, under the assumption that general rela-
tivity is the correct model of gravity (Abbott et al.
2017a). We are most interested in the joint pos-
terior distribution on the luminosity distance and
binary orbital inclination angle. For the analysis in
this paper we fix the location of the GW source on
the sky to the identified location of the counterpart
(Coulter et al. 2017). See the Methods section for
details.

An analysis of the GW data alone finds that
GW170817 occurred at a distance d = 43.8+2.9

�6.9 Mpc
(all values are quoted as the maximum posterior
value with the minimal width 68.3% credible inter-
val). We note that the distance quoted here differs
from that in other studies (Abbott et al. 2017a),
since here we assume that the optical counter-
part represents the true sky location of the GW
source instead of marginalizing over a range of
potential sky locations. The ⇠ 15% uncertainty
is due to a combination of statistical measurement
error from the noise in the detectors, instrumen-
tal calibration uncertainties (Abbott et al. 2017a),
and a geometrical factor dependent upon the cor-
relation of distance with inclination angle. The
GW measurement is consistent with the distance
to NGC 4993 measured using the Tully-Fisher re-
lation, dTF = 41.1 ± 5.8Mpc (Sakai et al. 2000;
Freedman et al. 2001).

~15% error2/ distance
 
3/ statistical measurement error from noise 
in detectors instrumentation calibration 
uncertainties

• radio band observations with VLBI  ==> estimate of inclination 
  15 < ι (dL /41Mpc) < 25

• Gaussian approx for both distance and Hubble constant posteriors are clearly oversimplification.  
 Any analytical approach must go beyond the Gaussian (Fisher information matrix) approximation.  
 
• must deal with the main cause of the large uncertainty, namely degeneracy between D and i
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For GW170817, the posterior probability density  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Prediction of estimate accuracy can be obtained by Fisher information matrix (gaussian 
approximation). 
Is this reliable for distance estimations from GW data?

Gaussian approximation for the Hubble 
constant posterior is an oversimplification

[Hotokezaka, 2019]
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The measurement of the GW polarization is cru-
cial for inferring the binary inclination. This in-
clination, ◆, is defined as the angle between the
line of sight vector from the source to the detec-
tor and the orbital angular momentum vector of
the binary system. For electromagnetic (EM) phe-
nomena it is typically not possible to tell whether a
system is orbiting clockwise or counter-clockwise
(or, equivalently, face-on or face-off), and sources
are therefore usually characterized by a viewing
angle: min (◆, 180� � ◆). By contrast, GW mea-
surements can identify the sense of the rotation,
and thus ◆ ranges from 0 (counter-clockwise) to
180 deg (clockwise). Previous GW detections by
LIGO had large uncertainties in luminosity dis-
tance and inclination (Abbott et al. 2016a) because
the two LIGO detectors that were involved are
nearly co-aligned, preventing a precise polariza-
tion measurement. In the present case, thanks to
Virgo as an additional detector, the cosine of the
inclination can be constrained at 68.3% (1�) con-
fidence to the range [�1.00,�0.81] corresponding
to inclination angles between [144, 180] deg. This
implies that the plane of the binary orbit is almost,
but not quite, perpendicular to our line of sight
to the source (◆ ⇡ 180 deg), which is consistent
with the observation of a coincident GRB (LVC,
GBM, & INTEGRAL 2017 in prep.; Goldstein et
al. 2017, ApJL, submitted; Savchenko et al. 2017,
ApJL, submitted). We report inferences on cos ◆
because our prior for it is flat, so the posterior is
proportional to the marginal likelihood for it from
the GW observations.

EM follow-up of the GW sky localization re-
gion (Abbott et al. 2017c) discovered an opti-
cal transient (Coulter et al. 2017; Soares-Santos
et al. 2017; Valenti et al. 2017; Arcavi et al. 2017;
Tanvir et al. 2017; Lipunov et al. 2017) in close
proximity to the galaxy NGC 4993. The location
of the transient was previously observed by the
Distance Less Than 40 Mpc (DLT40) survey on
2017 July 27.99 UT and no sources were found
(Valenti et al. 2017). We estimate the probability

Figure 1. GW170817 measurement of H0. Marginal-
ized posterior density for H0 (blue curve). Constraints
at 1- and 2� from Planck (Planck Collaboration et al.
2016) and SHoES (Riess et al. 2016) are shown in
green and orange. The maximum a posteriori value
and minimal 68.3% credible interval from this PDF is
H0 = 70.0+12.0

�8.0 km s�1Mpc�1. The 68.3% (1�) and
95.4% (2�) minimal credible intervals are indicated by
dashed and dotted lines.

of a random chance association between the opti-
cal counterpart and NGC 4993 to be 0.004% (see
the Methods section for details). In what follows
we assume that the optical counterpart is associ-
ated with GW170817, and that this source resides
in NGC 4993.

To compute H0 we need to estimate the back-
ground Hubble flow velocity at the position of
NGC 4993. In the traditional electromagnetic cal-
ibration of the cosmic “distance ladder” (Freed-
man et al. 2001), this step is commonly carried
out using secondary distance indicator informa-
tion, such as the Tully-Fisher relation (Sakai et al.
2000), which allows one to infer the background
Hubble flow velocity in the local Universe scaled
back from more distant secondary indicators cal-
ibrated in quiet Hubble flow. We do not adopt
this approach here, however, in order to preserve
more fully the independence of our results from
the electromagnetic distance ladder. Instead we
estimate the Hubble flow velocity at the position
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Figure 2. Inference on H0 and inclination. Pos-
terior density of H0 and cos ◆ from the joint GW-EM
analysis (blue contours). Shading levels are drawn at
every 5% credible level, with the 68.3% (1�, solid) and
95.4% (2�, dashed) contours in black. Values of H0 and
1- and 2� error bands are also displayed from Planck
(Planck Collaboration et al. 2016) and SHoES (Riess
et al. 2016). As noted in the text, inclination angles
near 180 deg (cos ◆ = �1) indicate that the orbital an-
gular momentum is anti-parallel with the direction from
the source to the detector.

of NGC 4993 by correcting for local peculiar mo-
tions.

NGC 4993 is part of a collection of galaxies,
ESO-508, whose center-of-mass recession veloc-
ity relative to the frame of the CMB (Hinshaw et al.
2009) is (Crook et al. 2007) 3327± 72 km s�1. We
correct the group velocity by 310 km s�1 due to
the coherent bulk flow (Springob et al. 2014; Car-
rick et al. 2015) towards The Great Attractor (see
Methods section for details). The standard error on
our estimate of the peculiar velocity is 69 km s�1,
but recognizing that this value may be sensitive
to details of the bulk flow motion that have been
imperfectly modelled, in our subsequent analysis
we adopt a more conservative estimate (Carrick
et al. 2015) of 150km s�1 for the uncertainty on
the peculiar velocity at the location of NGC 4993,
and fold this into our estimate of the uncertainty
on vH . From this, we obtain a Hubble velocity
vH = 3017± 166 km s�1.

Once the distance and Hubble velocity distribu-
tions have been determined from the GW and EM
data, respectively, we can constrain the value of
the Hubble constant. The measurement of the dis-
tance is strongly correlated with the measurement
of the inclination of the orbital plane of the bi-
nary. The analysis of the GW data also depends on
other parameters describing the source, such as the
masses of the components (Abbott et al. 2016a).
Here we treat the uncertainty in these other vari-
ables by marginalizing over the posterior distribu-
tion on system parameters (Abbott et al. 2017a),
with the exception of the position of the system on
the sky which is taken to be fixed at the location of
the optical counterpart.

We carry out a Bayesian analysis to infer
a posterior distribution on H0 and inclination,
marginalized over uncertainties in the recessional
and peculiar velocities; see the Methods sec-
tion for details. Figure 1 shows the marginal
posterior for H0. The maximum a posteri-
ori value with the minimal 68.3% credible in-
terval is H0 = 70.0+12.0

�8.0 km s�1 Mpc�1. Our
estimate agrees well with state-of-the-art de-
terminations of this quantity, including CMB
measurements from Planck (Planck Collabora-
tion et al. 2016) (67.74 ± 0.46 km s�1 Mpc�1,
“TT,TE,EE+lowP+lensing+ext”) and Type Ia su-
pernova measurements from SHoES (Riess et al.
2016) (73.24 ± 1.74 km s�1 Mpc�1), as well as
baryon acoustic oscillations measurements from
SDSS (Aubourg et al. 2015), strong lensing mea-
surements from H0LiCOW (Bonvin et al. 2017),
high-l CMB measurements from SPT (Henning
et al. 2017), and Cepheid measurements from the
HST key project (Freedman et al. 2001). Our mea-
surement is a new and independent determination
of this quantity. The close agreement indicates
that, although each method may be affected by dif-
ferent systematic uncertainties, we see no evidence
at present for a systematic difference between GW
and established EM-based estimates. As has been
much remarked upon, the Planck and SHoES re-

2

The Hubble constant H0 measures the mean ex-
pansion rate of the Universe. At nearby distances
(d . 50Mpc) it is well approximated by the ex-
pression

vH = H0d, (1)

where vH is the local “Hubble flow” velocity of a
source, and d is the distance to the source. At such
distances all cosmological distance measures (such
as luminosity distance and comoving distance) dif-
fer at the order of vH/c where c is the speed of
light. As vH/c ⇠ 1% for GW170817 we do not
distinguish between them. We are similarly insen-
sitive to the values of other cosmological parame-
ters, such as ⌦m and ⌦⇤.

To obtain the Hubble flow velocity at the posi-
tion of GW170817, we use the optical identifica-
tion of the host galaxy NGC 4993 (Abbott et al.
2017c). This identification is based solely on the
2-dimensional projected offset and is independent
of any assumed value of H0. The position and red-
shift of this galaxy allow us to estimate the appro-
priate value of the Hubble flow velocity. Because
the source is relatively nearby the random relative
motions of galaxies, known as peculiar velocities,
need to be taken into account. The peculiar veloc-
ity is ⇠ 10% of the measured recessional velocity
(see Methods).

The original standard siren proposal (Schutz
1986) did not rely on the unique identification of
a host galaxy. By combining information from
⇠ 100 independent GW detections, each with a set
of potential host galaxies, a ⇠ 5% estimate of H0

can be obtained even without the detection of any
transient optical counterparts (Del Pozzo 2012).
This is particularly relevant, as gravitational-wave
networks will detect many binary black hole merg-
ers over the coming years (Abbott et al. 2016a),
and these are not expected to be accompanied by
electromagnetic counterparts. Alternatively, if an
EM counterpart has been identified but the host
galaxy is unknown, the same statistical method
can be applied but using only those galaxies in

a narrow beam around the location of the opti-
cal counterpart. However, such statistical analyses
are sensitive to a number of complicating effects,
including the incompleteness of current galaxy cat-
alogs or the need for dedicated follow-up surveys,
as well as a range of selection effects (Messen-
ger & Veitch 2013). In what follows we exploit
the identification of NGC 4993 as the host galaxy
of GW170817 to perform a standard siren mea-
surement of the Hubble constant (Holz & Hughes
2005; Dalal et al. 2006; Nissanke et al. 2010,
2013).

Analysis of the GW data associated with GW170817
produces estimates for the parameters of the
source, under the assumption that general rela-
tivity is the correct model of gravity (Abbott et al.
2017a). We are most interested in the joint pos-
terior distribution on the luminosity distance and
binary orbital inclination angle. For the analysis in
this paper we fix the location of the GW source on
the sky to the identified location of the counterpart
(Coulter et al. 2017). See the Methods section for
details.

An analysis of the GW data alone finds that
GW170817 occurred at a distance d = 43.8+2.9

�6.9 Mpc
(all values are quoted as the maximum posterior
value with the minimal width 68.3% credible inter-
val). We note that the distance quoted here differs
from that in other studies (Abbott et al. 2017a),
since here we assume that the optical counter-
part represents the true sky location of the GW
source instead of marginalizing over a range of
potential sky locations. The ⇠ 15% uncertainty
is due to a combination of statistical measurement
error from the noise in the detectors, instrumen-
tal calibration uncertainties (Abbott et al. 2017a),
and a geometrical factor dependent upon the cor-
relation of distance with inclination angle. The
GW measurement is consistent with the distance
to NGC 4993 measured using the Tully-Fisher re-
lation, dTF = 41.1 ± 5.8Mpc (Sakai et al. 2000;
Freedman et al. 2001).

~15% error2/ distance
 
3/ statistical measurement error from noise 
in detectors instrumentation calibration 
uncertainties

• radio band observations with VLBI  ==> estimate of inclination 
  15 < ι (dL /41Mpc) < 25
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 Any analytical approach must go beyond the Gaussian (Fisher information matrix) approximation.  
 
• must deal with the main cause of the large uncertainty, namely degeneracy between D and i
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But only one such event so far!!!
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p
N• Pity as errors scale as

[Phys.Rev.D 101 (2020) 12, 122001]

 • H0 accurate to ~3% with 30 events with counterparts
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⇠ O(102 � 103)/year

with counterparts, depending on EM facilities
operating at the time

 • ET: estimates



Spectral siren method =  
prior knowledge of source frame mass distribution.

• Phase of GW signal depends on the “detector frame” masses 
which are redshifted relative to the “source frame” masses

• knowledge of source mass (for a population or  
individual source),  together with observed “detector”  
mass can infer z-distribution. 

m1 m2
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Spectral siren method =  
prior knowledge of source frame mass distribution.

• Phase of GW signal depends on the “detector frame” masses 
which are redshifted relative to the “source frame” masses

• knowledge of source mass (for a population or  
individual source),  together with observed “detector”  
mass can infer z-distribution. 

m1 m2
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•  error scales as      H0 ∼ 1/ N

• Cosmological parameters jointly inferred 
with source-frame population parameters
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Figure 1. Graphical representations of the various mass distributions described in Section 3.1. Multi Spin, a model of both
mass and spin, is similar to the mass distribution of Power Law + Peak, with a sharp lower mass cutoff rather than the
smooth low mass turn-on.

two components: an isotropic component designed
to model dynamically assembled binaries, and a
second component in which the spins are preferen-
tially aligned with the orbital angular momentum,
as expected for isolated field binaries.4 For this lat-
ter component, the spin tilt angles are distributed
as a truncated Gaussian peaking when the black
hole spin is aligned to the orbital angular momen-
tum. We use this model in concert with the mass
models described above.

• Gaussian (5 parameters; Appendix D.2). While
the Default spin model is physically inspired, this
model, based on that of Miller et al. (2020), al-
lows us to fit the distribution of phenomenological
spin parameters �e↵ (“the effective inspiral spin
parameter,” Eq. 5) and �p (“the precession spin pa-
rameter,” Eq. 6), assuming that their distribution
is jointly described as a bivariate Gaussian. The
ensemble properties of �e↵ and �p allow us to con-
clude that the BBHs in GWTC-2 exhibit general
relativistic spin-induced precession of the orbital
plane (�p > 0), and that some systems have compo-
nent spins misaligned by more than 90� (�e↵ < 0)
relative to their orbital angular momentum.

• Multi Spin (12 spin parameters, 10 mass pa-
rameters; Appendix D.3). This model allows for
multiple subpopulations of BBH systems with dis-
tinct mass and spin distributions. Specifically, this
model assumes a Truncated power-law mass dis-
tribution with the additional presence of a 2-D

4
Throughout the paper, spin tilt is measured at a reference

frequency of 20Hz for all events except GW190521, for which

the spin tilt is measured at 11Hz (see discussion in Abbott et al.

2020d). We verified that for GW190521, the difference between

the spin measurements at 20Hz and 11Hz are smaller than the

systematic uncertainty between the waveform models.

Gaussian subpopulation in m1 and m2, truncated
such that m1 � m2. While similar to the Power
Law + Peak mass model, there is no smooth turn
on and the mass ratio distribution is allowed to
differ between each subpopulation. Most impor-
tantly, the two subpopulations have independently
parameterized Default spin distributions. We use
this model to test whether the BBH spin distri-
bution varies as a function of mass as expected if
higher-mass systems are the products of hierarchi-
cal mergers.

3.3. Redshift evolution

• Non-Evolving (0 parameters). Our default
model posits that the merger rate is uniform in
comoving volume.

• Power-law Evolution (1 parameter; Ap-
pendix E). Following Fishbach et al. (2018), the
merger rate density is described by a power-law in
(1 + z) where z is redshift. Given the finite range
of Advanced LIGO and Virgo to BBH mergers, we
only expect to constrain the redshift evolution at
redshifts z . 1 (Abbott et al. 2013). The farthest
event in our analysis is likely GW190706_222641,
at redshift z = 0.79+0.31

�0.28.

4. METHOD
We adopt a hierarchical Bayesian approach, marginal-

izing over the properties of individual events to measure
parameters of the population models described above;
see, e.g., (Thrane & Talbot 2019; Mandel et al. 2019; Vi-
tale 2020). Given data {di} from Ndet gravitational-wave
detections, the likelihood of the data given population
parameters ⇤ is (Loredo 2004; Mandel et al. 2019; Thrane
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FIG. 2. Posterior probability density distributions on the di↵erent population parameters (PLG mass model) as more and more
GW detections are analyzed (horizontal axis). The horizontal black dashed line indicates the true parameters of the population.
The blue posteriors are obtained by fixing ⌦m,0 = 0.308, while the orange posteriors are marginalized over the estimation of
⌦m,0.

B. Correlations between H0 and features in the
source-frame mass spectrum

Regarding the measurement ofH0, the most important
parameters in the component mass spectrum are those
that govern the high-mass features such as the maximum
mass mmax and the position of the Gaussian peak µg.

Fig. 5 shows several cumulative posterior distributions
for the source-frame masses, obtained by fixing H0 to
di↵erent values. For reference, the maximum BH mass
mmax and the position of the Gaussian peak are indicated

in the shaded areas. About 20% to 40% of the events have
a primary mass m1 estimate consistent with the position
of the Gaussian component. Less than 20% (and ⇠ 10%
for H0 ⇠ 67 kmMpc�1 s�1) of the events have a primary
mass larger than mmax. This decreases to a few percent
for the secondary mass. These fractions set the scale for
the number of events that carry information about the
exact value for mmax and µg. In addition, Fig. 5 qualita-
tively explains the interrelation between these mass fea-
tures and H0. When H0 varies between 30 kmMpc�1 s�1

and 120 kmMpc�1 s�1 the above fractions of events that

• Simulated a set of BBH GW events (power-law + gaussian peak model, described by 8 parameters) detected in LVK 
data assuming sensitivities comparable to the O2 and O3 observing runs 

5

FIG. 1. Simulated population of 1024 observed events, show-
ing the mass distributions (in the detector and source frames)
and redshift distribution.

B. Application of the inference scheme

With this population, we now apply the inference
scheme of section II to estimate jointly the hyperparam-
eters, namely the mass model parameters, rate evolution
�, Hubble constant H0 and mass-fraction ⌦m,0.

We consider two cases (i) ⌦m,0 is fixed to the Planck
value, ⌦m,0 = 0.308 [53], (ii) ⌦m,0 is able to vary in the
range [0.1, 0.5] with a uniform prior.

Figs. 2 and 3 show the marginal posterior distributions
and the error on the population and cosmological param-
eters that we obtain as we analyse more GW events. All
parameters are recovered to within 2� of their true val-
ues. From Fig. 2 we conclude that mmax, µg and ↵ are
the parameters that can be measured with the best ac-
curacy, respectively at the 10% and 8% level and 11%.
The other population parameters can be measured within
30% to 50% accuracy with & 1000 signals with the ex-
ception of the rate evolution parameter and the tapering
factor. The rate evolution is the most di�cult parameter
to measure as we are looking at events at low redshift
with current sensitivities.

The predicted accuracy for H0 is worse than that of
[42] based on 5 years of observations for advanced LIGO.
Two reasons explain this discrepancy: (i) we consider
sensitivities comparable to current detectors instead of
future design sensitivities used in [42] and (ii) our sim-
ulated population model leads to fewer detected BBH
events (⇠ 15% against to 25% for [42], see Fig. 5), thus
reducing the events that are informative on the upper
cut-o↵ of the mass distributions, resulting in turn into a
degraded H0 estimation.

C. Asymptotic normality and 1/
p
n error decay for

large samples

The Bernstein-von Mises theorem (see e.g. [54]) states
that, under mild assumptions (on the smoothness and
continuity of the likelihood and prior distribution) and
in the limit of large samples n, the posterior distribution
tends to a normal distribution centered at the maximum
likelihood estimate with standard deviation / 1/

p
n.

From Fig. 2 we observe that the asymptotic regime is
qualitatively reached when Ninj & 500 for most of the
parameters (with the exception of mmin whose distribu-
tion remains skewed for large samples). Fig. 3 confirms
these findings and shows a 1/

p
n error decay for all pa-

rameters in the limit of large Ninj.
In the remainder of this paper we further discuss the

results of this simulation, study their robustness with re-
spect to initial priors, and also identify and quantify po-
tential biases that may result from the interplay between
hyper-parameters.

IV. CORRELATIONS BETWEEN
COSMOLOGICAL AND MASS-POPULATION

PARAMETERS

In this section, we study the interplay between cos-
mological and mass-population parameters, focusing on
some cases of particular relevance. We will show that
amongst the parameters which have the strongest corre-
lations are (H0,mmax, µg). In section V we will question
what happens if we fix some of these parameters to in-
correct values.

A. Weak impact of ⌦m,0

We find that ⌦m,0 does not impact the estimation of
the mass-related population parameters, see Figs. 3 and
4. It has weak impact on the estimation of H0: in the
specific case of our simulations, based on current detec-
tor sensitivities, this is observed above ⇠ 500 detected
events, when the accuracy on the H0 estimation is of the
order of 40% (at 1.6� CL).
With ⇠1000 GW detections, we estimate H0 with a

40% accuracy when fixing ⌦m,0 to the true value, while
this accuracy falls to 50% if ⌦m,0 is left to vary between
0.1 and 0.5. This is due to the correlation between ⌦m,0

and H0 in the GW luminosity distance, as can be seen in
Fig. 4 which shows the marginal posterior distributions
obtained with 1024 BBH events.
We conclude that with the current number of GW de-

tections and sensitivities, one can neglect the unknown
value of ⌦m,0, but this should be reconsidered when
analysing more GW events, especially if they are at
higher redshifts. This last comment is consistent with
the conclusion of [43] for third generation detectors.
In the remainder of this paper we set ⌦m,0 = 0.308.

• Use hierarchical Bayesian inference scheme to estimate  
jointly the source-frame mass model parameter 
and cosmological parameters H0, Ωm, …

Does it really work and how well? Simulated data
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FIG. 2. Posterior probability density distributions on the di↵erent population parameters (PLG mass model) as more and more
GW detections are analyzed (horizontal axis). The horizontal black dashed line indicates the true parameters of the population.
The blue posteriors are obtained by fixing ⌦m,0 = 0.308, while the orange posteriors are marginalized over the estimation of
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B. Correlations between H0 and features in the
source-frame mass spectrum

Regarding the measurement ofH0, the most important
parameters in the component mass spectrum are those
that govern the high-mass features such as the maximum
mass mmax and the position of the Gaussian peak µg.

Fig. 5 shows several cumulative posterior distributions
for the source-frame masses, obtained by fixing H0 to
di↵erent values. For reference, the maximum BH mass
mmax and the position of the Gaussian peak are indicated

in the shaded areas. About 20% to 40% of the events have
a primary mass m1 estimate consistent with the position
of the Gaussian component. Less than 20% (and ⇠ 10%
for H0 ⇠ 67 kmMpc�1 s�1) of the events have a primary
mass larger than mmax. This decreases to a few percent
for the secondary mass. These fractions set the scale for
the number of events that carry information about the
exact value for mmax and µg. In addition, Fig. 5 qualita-
tively explains the interrelation between these mass fea-
tures and H0. When H0 varies between 30 kmMpc�1 s�1

and 120 kmMpc�1 s�1 the above fractions of events that
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While other parameters such as the rate evolution pa-
rameter might cause a bias in the estimation of H0 (see
Ref. [43] for a discussion in the context of the Einstein
Telescope), for current sensitivities mmax and µg (or any
other equivalent parametrization of a sharp break in the
observed mass spectrum) appear crucial for the inference
of the cosmological parameters.
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MISCALIBRATION ON COSMOLOGICAL

PARAMETER ESTIMATION

In this section we discuss the e↵ect on the H0 estima-
tion of choosing a di↵erent mass model from that of the
simulated population. The aim is to quantify the e↵ect
of possible population miscalibration.

A. Consequences of incorrect assumptions for the
location of the mass features

We have seen in Sec. IVB that the parameters mmax

and µg (or any other parameters related to features in the
source-frame mass spectrum) play a fundamental rôle for
the inference of H0. What is the consequence of fixing
mmax and µg to a value inconsistent with their true val-
ues?

Fig. 7 shows the marginal posterior distribution ob-
tained for H0 when fixing either µg or mmax to a wrong

FIG. 7. Posterior distribution for H0 obtained by fixing mmax

and µg in a range around their true values mmax = 85M� and
µg = 40M�. The black dashed line indicates the true value
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value and marginalizing over the rest of the population
parameters. This figure is computed with 64 GW events,
and is thus representative of the analyses that can be
done with the current number of observed events in the
GWTC-1 and GWTC-2 catalogs. We observe that H0

is biased toward smaller values when either mmax or µg

are much higher than their true values. Conversely, when
they are set too low, H0 is biased towards higher values.
In summary fixing the maximum mass for BH produc-

tion can thus lead to biased estimations of the cosmolog-
ical and source population parameters and in particular
of H0.

B. Consequences of using an incomplete model

We now discuss the impact of selecting an incom-
plete population model that misses some of the features
of the real underlying mass spectrum (in our case the
PLG model, with parameters specified in Section IIIA: a
Gaussian peak at µg = 40M� (with a standard deviation
of 5M�) and mmax = 85M�). In particular, we study
the recovery of the population parameters when we fit
a PL model that thus misses the Gaussian peak compo-
nent and tapering in the low-mass range. We compare
this with the full analysis (namely using the correct PLG
population model).

First we fit a PL model to the data. Fig. 8 shows the
discrepancy (in terms of number of �) between the es-
timated and true values for the population parameters.
For low numbers of GW detections (low-sample regime)
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●  Several mass models include various scales to 
describe stellar processes [LVK+ 2021 ApJL 913 
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●  As a consequence, the masses of GW 
observations are redshifted by the expansion of 
the Universe [Ye+ PRD 104 2021]. 

Peak of SFR? 

Simone	Mastrogiovanni	-	Vulcano	Workshop	2022	-	Sept	26th	Elba	Island	

GW	cosmology	aNer	GWTC-3:	Spectral	sirens	

15 

• 3 parametric mass models considered (assumed to be independent of redshift, see Nicola’s lectures) 

Constraints on the cosmic expansion history from GWTC–3 21

Mass model log10 B
Truncated 0.2

Power Law + Peak �0.3

Broken Power Law �0.4

Table 2. Logarithm of the Bayes factor comparing runs that
adopt the same source mass model but di↵erent cosmolo-
gies: wide priors (for a general w0CDM cosmology) versus
restricted priors (in the H0 tension region).

ors on the w0CDM cosmological parameters. Consis-
tent with Abbott et al. (2021c,d), we find that, even
if we allow the cosmological parameters to vary with
wide priors, the Truncated model is still strongly dis-
favored with respect to the Power Law + Peak and
Broken Power Law models, by a factor ⇠ 100. This
result is consistent with the fact that, as indicated in
Fig. 1, the source mass distribution contains more struc-
ture than a simple Truncated model. As motivated in
Abbott et al. (2021c), this comparatively poor fit for
the Truncated model is due to the inability of this
model to capture a moderate fraction of detected events
with high masses, while predicting a large fraction of de-
tected events with lower masses. Using the reduced set
of signals with SNR > 11, we do not find any compelling
evidence to prefer the Power Law + Peak model over
the Broken Power Law model.

Mass model log10 B
Truncated �1.9

Power Law + Peak 0.0

Broken Power Law �0.5

Table 3. Logarithm of the Bayes factor between the dif-
ferent mass models and the Power Law + Peak model
preferred by the data, for the case of a w0CDM cosmology
with wide priors.

The marginal posterior distributions that we obtain
for the cosmological parameters H0, ⌦m and w0 are
shown in Fig. 4 for each phenomenological mass model.
As anticipated by our Bayes factor results, we find that
with the current BBH GW events we cannot constrain
the values of these three cosmological parameters, as we
obtain broad and uninformative posteriors.
With the Power Law + Peak we estimate H0 =

50+37
�30 km s�1 Mpc�1, while for the Broken Power

Law model we estimate H0 = 44+52
�24 km s�1 Mpc�1.

These constraints on H0, as we will see later, arise from
the ability of these models to fit an excess of BBHs with
masses around 35M� which sets a scale for the redshift
distribution of BBHs.

Figure 4. Top panel : Marginal posterior distribution for
H0. Middle panel : Marginal posterior distribution for ⌦m.
Bottom panel : Marginal posterior distribution for w0. In
each panel the di↵erent lines indicate the 3 phenomenological
mass models. The solid orange line identifies the preferred
Power Law + Peak model. The pink shaded areas identify
the 68% CI of the cosmological parameters inferred from
measurements from the CMB (Ade et al. 2016) (apart for w0

that is reported at 95% CI) and the green shaded area in the
top panel shows the value of the Hubble constant measured
in the local Universe (Riess et al. 2019).

We discuss this e↵ect further using the Power Law
+ Peak model. Fig. 5 shows the joint posterior dis-
tribution between the cosmological parameters and the
parameters µg and mmax defined in Eq. (A11), which
govern the position of the BBH Gaussian excess and the

• truncated disfavoured wrt other two by  
a factor of ~100
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 Dark sirens = Spectral siren with galaxy catalogue info.

Michele Mancarella, 28/01/2021 - GdR GWs, Cosmology

STATISTICAL METHODS FOR DARK SIRENS

 Basic idea:

 Full bayesian formulation:

hA / 1/dGW
L (z;H0,⌅0)

 GWs from compact binaries are standard sirens 

 In absence of counterpart, take redshifts 
   from all galaxies within localization region

 Compute Ξ0 for all of them

 Doing so for many events you get a distribution
   peaked at the true value.

 GW likelihood : LVC skymaps (direction-dependent gaussian approx.)

 Use a galaxy catalogue prior on redshift and position;  marginalize

 Correct for selection bias

p(⌅0|DGW) / ⇡(⌅0)

�(⌅0)Nobs

NobsY

i=1

Z
dzd⌦ p(Di

GW|dL(z;⌅0), ⌦̂) p0(z, ⌦̂)

Schutz 1986

Del Pozzo ’11, Chen et al ’18, Gray et al. `19, ...

Thursday 28 January 21

• galaxy catalogues working in optical and IR bands measure billions of galaxies, 
 ;  sky position ; …. 

• How can these be combined with GW observations?

z + δz
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Figure 2. Hubble constant posterior distribution obtained by marginalizing over ⇠ 77,000 possible host galaxies (red line), showing the
maximum value (solid vertical line). The maximum a posteriori and its 68% confidence level is H0 = 75+40

-32 km s-1 Mpc-1 for a flat prior in
the range [20,140] km s-1 Mpc-1. The shaded region represents the change in the posterior when different fractions of the localization volume
are considered (from 90 to 99.7% of the LIGO/Virgo luminosity distance posterior). The PDF computed from the larger volume has been
renormalized to have the same value of the 90% localization volume H0 posterior at the maximum, to highlight differences below and beyond
the main peak. The posterior obtained by Abbott et al. (2017a) for the bright standard siren event GW170817, associated to one galaxy, is shown
in grey. The prior used in that work was flat–in–log over a narrower range ([50,140] km s-1 Mpc-1), and the posterior has been rescaled by a
factor 0.2 for visualization purposes. The 68% CL of both PDFs is shown by the dashed lines. Constraints from Planck (Planck Collaboration
et al. 2018) and SHoES (Riess et al. 2016, 2018) at 1� are shown in purple boxes.

localization volume (implying a significantly greater number
of potential host galaxies) and the large photometric redshift
uncertainty for each galaxy results in an even broader H0
posterior. Therefore, while applying the statistical standard
siren method to GW170817 yields a 68% credible region
on H0 comprising 34% of the prior range (Fishbach et al.
2018), in this work we obtain a 68% credible region on
H0 that is 60% of the prior range. We note that the prior
used in Fishbach et al. (2018) is 1.75 times broader than
the prior used in this work; if we adopt the same broader
prior of [10,220] for our analysis of GW170814, we find
H0 = 78+96

-24 km s-1 Mpc-1. The dependence of the width of
the H0 posterior on the prior width is a consequence of the
fact that the GW observation, which provides only a lumi-
nosity distance estimate, is consistent with arbitrarily large
H0’s, if there are galaxies at sufficiently large redshifts. If the
galaxy catalogue extends to some redshift, zmax, the posterior
would fall off around H0 ⇡ czmax/dL, where dL is the typical
luminosity distance from the GW posterior. However, this
fall off is artificial since there are galaxies at greater redshifts
which are not included in the catalogue. These may be ac-
counted for using catalogue incompleteness corrections. We
chose the prior range for this analysis rather than a larger one

such that we did not need to include such corrections, which
simplifies the analysis. However, dark siren measurements
will become particularly interesting when multiple events
can be combined and this effect becomes irrelevant (Chen
et al. 2018).

The analysis in Fishbach et al. (2018) for GW170817 used
the GLADE galaxy catalog (Dálya et al. 2018), and ac-
counted for incompleteness at the distance of GW170817.
GLADE becomes significantly incomplete at the distance to
GW170814. As GW detectors improve in sensitivity, the ma-
jority of dark standard sirens will be detected at even greater
distances and with larger localization volumes, well beyond
the reach of spectroscopic galaxy catalogs. This highlights
the need for reliable and complete photometric galaxy cata-
logs. Surveys such as DES, Pan–STARRS1 (Chambers et al.
2016) and LSST are therefore likely to play an important role
in future constraints from BBH standard sirens.

The assumption throughout this work is that even if the
event occurred in a galaxy below our luminosity threshold,
large scale structure predicts that fainter galaxies follow the
clustering pattern of the more luminous galaxies in our sam-
ple. We have verified in our simulations that a threshold up to
1 magnitude brighter than the limit used here to place events

Example: GW170814

[arXiv: 1909.01540]

(Flat  prior, range [20,140])H0
H0 = 75+40

−32 km s−1Mpc−1

 Dark sirens = Spectral siren with galaxy catalogue info.
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 Doing so for many events you get a distribution
   peaked at the true value.
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• galaxy catalogues working in optical and IR bands measure billions of galaxies, 
; sky position; …. 

• How can these be combined with GW observations?

z + δz

 Dark sirens = Spectral siren with galaxy catalogue info.
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GLADE+ galaxy catalog: Dálya+ (2021)

LVK: Abbott+ arXiv:2111.03604

Applied to O3 data:

• Galaxy catalogues: 
1/ Glade+ all sky 
        • 22 million galaxies, 
        • 20% completeness up to 800 Mpc since flux limited..  
        • photometric redshifts with relative errors 

      2/ DES catalogue

• Include all galaxies in 99.9% estimated sky area of each GW event.

– BUT method not so powerful yet as :   
            1/ bad localisation of most GW events (best is NS-BH GW190814)

                  2/ many events are outside the range of the galaxy catalogue [galaxies too faint to be observed] 
            3/ and also catalogues don’t always cover all the sky

which we can use directly (i.e., without any photometric
transformations) for luminosity weighting of the galaxies.

3.2.2. DES Year 1

The DES is a 5 yr survey mapping≈300 million galaxies in
five filters (grizY) over 5000 deg2. It is worth noting that the
GW170814 sky localization is fully enclosed within the
footprint of the SDSS (Drlica-Wagner et al. 2018; Abbott
et al. 2018b) Year 3 (Y3) GOLD catalog. An estimate of H0
from the GW170814 distance and the Y3 catalog of the DES
has been carried out (Soares-Santos et al. 2019). In this work,
we use the publicly available DES-Y1 catalog (Abbott et al.
2018b)201 to compute the H0 posterior for GW170814.
Approximately 87% of the probability region for the
GW170814 sky localization is enclosed within the DES-Y1
catalog. Analysis with a different catalog provides a parallel
measurement of H0 with GW170814, and (given the catalog
differences) can potentially be indicative of systematic effects
in the catalogs, such as the treatment of redshift uncertainties
(provided that a similar set of galaxies are present in both
catalogs).

We select the objects in the DES-Y1 catalog that are classified
as high-confidence galaxies using the default classification
scheme, “MODEST_CLASS” (Drlica-Wagner et al. 2018;
Sevilla-Noarbe et al. 2018). We use the photometric redshifts
that are derived using the Bayesian photometric redshift (BPZ)
template fitting method (Hoyle et al. 2018). We use the median
redshifts provided in the catalog and discard (around 5%) galaxies
with redshift errors larger than twice their corresponding quoted
median redshift value. Such a choice is not expected to bias our
result since the discarded galaxies are highly uninformative.

We convert from the DES grizY magnitudes to the SDSS ugriz
system using the photometric transformations provided in the
DES-Y1 paper (Drlica-Wagner et al. 2018), which requires
discarding a further ∼5% of galaxies with inadequate color
information. This transformation enables us to apply K corrections

to obtain source-frame luminosities (see Section 3.4.2 for details).
We use the SDSS g-band magnitudes, as these are closest to
B-band, and update the Schechter parameters of our analysis to
have α=−0.89 and ( ) = - +M H h19.39 5 log0 10* based on
Blanton et al. (2003).

3.3. Probability That the Host Galaxy is in the Catalog

In this work, we assume that we can characterize the
completeness of a galaxy catalog using an apparent magnitude
threshold (limiting magnitude) mth. We estimate mth by
calculating the median value from the apparent magnitude
distribution of all the galaxies within the sky localization of
each event. For GLADE, this choice allows us to account for
some of the larger changes in completeness across the sky,
which come from it being a composite catalog, comprised of
many surveys of differing depths. Galaxy catalogs are
directional, and a more sophisticated analysis would involve
calculating the limiting magnitude for a given line of sight.
Obtaining the H0 posterior distribution would thus require a
joint estimate of mth along the lines of sights within an event’s
sky localization. We leave this for future work. That the
completeness of a galaxy catalog is modeled by a set of
limiting magnitude thresholds, can by itself be a nontrivial
assumption, especially for photometric catalogs, since galaxies
may be missing for various reasons other than them being too
faint. This will also need to be revisited in the future in a
catalog-specific manner.
For now, we use the mth estimated as described above, and

show in Figure 1 the probability of a host galaxy being inside
the catalog p(G|z, DGW) as a function of redshift z, for each of
the galaxy catalogs under consideration. For GLADE this
quantity is calculated for each event using the mth calculated for
each event’s sky localization. For DES-Y1, the curve is for the
patch of sky covering GW170814. These probabilities are
calculated using the expressions in Equation (10), but as a
function of z, and are therefore independent of the choice of H0.
We additionally show as the vertical lines in Figure 1 the
median redshift for each event zevent (calculated assuming a

Figure 1. The probability that the host galaxy is inside the galaxy catalog, shown for GLADE (gray curves) and DES-Y1 (orange curve), as a function of redshift. For
GLADE, this quantity is calculated for each individual event, using the completeness estimated within each event’s sky localization. For DES-Y1, the curve is only
valid in the patch of sky covering GW170814. Each curve is independent of the value of H0. The vertical lines show the median redshift (assuming a Planck 2015
cosmology) for each event as in Table 1. These lines are thick and solid up to the intercept with the galaxy catalog they are used with, and thin and dashed above.

201 DES-Y1 is available at: https://des.ncsa.illinois.edu/releases/y1a1.
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The Astrophysical Journal, 909:218 (18pp), 2021 March 10 Abbott et al.

=> this method must be combined 
with the previous one. 
For O3, results dominated 
by the population; no 
significant information 
from the catalogue.

 Dark sirens = Spectral siren with galaxy catalogue info.



• some optimism for O5 (but not shared by all!) 
• Better localisation and more complete galaxy catalogues 
   of course help 
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H0 (Mastrogiovanni et al. 2023). To arbitrate the Hub-
ble tension, percent-level measurements are required. If
we assume that the uncertainty on H0 scales as 1/

p
N ,

in the O4 configuration it is not possible to reach 1% in
the planned schedule of about 2 yr.

In contrast, with the O5-like configuration it is possi-
ble to reach 1% uncertainty in about 1 yr of operation.
We stress that this is a best-case scenario, relying on
having a complete catalog of potential hosts. In general,
the actual completeness can vary among di↵erent galaxy
surveys and galaxy types. For example, with Euclid it
would change between the photometric or the spectro-
scopic survey mode and the north or south direction,
requiring a more detailed assessment in a future study.
Moreover, even if we marginalize on the astrophysical
parameters, the results still rely on an assumption of
the functional form of the BBH mass distribution. This
dependence should be investigated in more detail in the
future. On the other hand, this analysis is based only
on the BBH population, and further improvements can
be obtained including NSBH and BNS events and their
potential EM counterparts.

We now move to the population hyperparameters.
Currently, in population studies the cosmology is typ-
ically fixed (e.g. Abbott et al. 2023c). Here we study
how well the fiducial models are recovered when tak-
ing into account potential correlations with cosmological
hyperparameters. In Fig. 7 we show the reconstructed
primary mass distribution. For both O4 and O5 sce-
narios, the Gaussian peak at 34 M� is clearly visible
and its mean value µg is recovered with a precision of
7% and 3%, respectively. The second best-constrained
mass parameter is the slope ↵ of the primary BBH mass
distribution that is recovered with fractional uncertain-
ties of 15% and 13%, respectively. Overall, for the mass
function parameters these are small improvements with
respect to the full cosmological and astrophysical infer-
ence with the current GWTC-3 catalog, which yields
�µg/µg ⇠ 13% and �↵/↵ ⇠ 11% (see Mastrogiovanni
et al. 2023). The same is true for the population anal-
ysis at fixed cosmology, which gives �µg/µg ⇠ 9% and
�↵/↵ ⇠ 11% (Abbott et al. 2023c). Similarly, the con-
straints on the rate parameter � remain essentially un-
changed with respect to the current knowledge, even
when considering the transition from O4 to O5. This
can be explained by the higher S/N threshold adopted
in our O5 catalog, resulting in the same number of GW
events that map a redshift range comparable to that of
O4.

In conclusion, we recall that our results are based on
the full astrophysical and cosmological analysis of the
best 100 GW events detectable in 1 yr for each config-
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Figure 5. Relative uncertainty on H0 obtained from
spectral-only and full standard sirens analysis of 100 BBHs
in the O4- and O5-like network configurations, including a
complete galaxy catalog with photometric or spectroscopic
redshift uncertainties.

uration. Population studies typically benefit from the
inclusion of all confident events detected and are carried
out by fixing the cosmological parameters (e.g., Abbott
et al. 2023c). In this sense, our population constraints
should not be taken as representative of the overall per-
formance of O4 and O5.

4.2. Spectroscopic vs. photometric galaxy catalog

While obtaining a complete spectroscopic catalog
poses challenges and awaits future facilities, ongoing
surveys such as DES and Euclid are already building
extensive photometric galaxy catalogs. The full zphot

and zspec configurations for both the O4-like and O5-

like configurations are compared in Fig. 4.
With photometric redshifts, the constraint on H0 for

O4 is notably less accurate, with a measurement un-
certainty that is three times greater (�H0/H0 ⇡ 18%)
compared to the spectroscopic approach. In the case of
O5 this factor increases to 9 (�H0/H0 ⇡ 9%). Interest-
ingly, this shows that from 100 O5 events at S/N > 25 it
is not possible to achieve percent-level precision on H0

using a photometric catalog, even under the assumption
of completeness. Of course, one may consider lowering
the S/N threshold to include more events; however, such
events would also have much larger localization volumes,
and thus a large number of potential hosts. This would
likely limit their additional constraining power. Some
information can be still retrieved for the mass distribu-
tion, whose reconstruction benefits from a larger sam-
ple; however, in the next section we will show that the
constraints obtained in the absence of a galaxy catalog
with our sample are only marginally worse than what
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should not be taken as representative of the overall per-
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of completeness. Of course, one may consider lowering
the S/N threshold to include more events; however, such
events would also have much larger localization volumes,
and thus a large number of potential hosts. This would
likely limit their additional constraining power. Some
information can be still retrieved for the mass distribu-
tion, whose reconstruction benefits from a larger sam-
ple; however, in the next section we will show that the
constraints obtained in the absence of a galaxy catalog
with our sample are only marginally worse than what

With complete galaxy 
catalogue and spectroscopic 
z uncertainties

with LVK

∼ 43 %

∼ 32 %

∼ 1 %

∼ 6 %

Assuming galaxy catalogues will  be complete up to z = 1 
– best constraints: ET+CE1+CE2 network ,  ~ 0.7% and  at 9.0% and 90% confidence level 
– Assuming  known perfectly a priori, a ET+CE1 => 0.3% precision in 

H0 Ωm
Ωm H0

with ET/CE

[arXiv: 2303.10693]

[arXiv: 2312.05302

Prospects for cosmological parameter measurements: 
See Nicola’s lecture!
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Our starting point is a modified dispersion relation of
the form [21]

c
2
gµ⌫p

µ
p
⌫ = �B↵|cp|

↵
. (5)

where, for GWs emitted at rcom and propagating radially
to the observer,

p
µ = (E/c, h̄k/a

2
, 0, 0) (6)

with k the (constant) comoving wave number, and |p| =
(gijpipj)1/2 = h̄k/a

2. Thus the dispersion relation (5) is

E
2 = c

2 h̄
2
k
2

a2
+B↵

✓
c
h̄|k|

a

◆↵

, (7)

which depends on the physical momentum pph = k/a.
When the coe�cients B↵ vanish, the dispersion relation
Eq. (5) reduces to the standard one of a massless particle
in general relativity ! ⌘ E/h̄ = ck/a. For B0 6= 0,
Eq. (7) is the dispersion relation for the massive graviton
B0 = m

2
gc

4 (in [eV]2). Di↵erent theories give di↵erent
predictions for the (generally ⌘-dependent) B↵, see [21]
for some examples. Here we aim to see what constraints
GW observations can put on the B↵ without focusing on
any particular theory.

Let us rewrite Eq. (7) as

E
2
⌘ h̄

2
!
2 = c

2
T (⌘, k/a)

h̄
2
k
2

a2
(8)

where
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c
h̄|k|

a

◆↵�2
#
. (9)

Motivated by the very tight constraint on the speed of
of gravitational waves [26, 45], we will assume that GWs
are ultra-relativistic and that

|B↵|

✓
c
h̄|k|

a

◆↵�2

⌧ 1. (10)

Then from Eq. (8) it follows that

! ' c|k|/a, (11)

so that the frequency of the emitted GW f
GW
s is related

to that of the observed GW f
GW
d by the standard redshift

relationship, namely

a(td)f
GW
d ' a(ts)f

GW
s . (12)

Hence we can identify the the GW redshift with the usual
photon redshift z, see Eq. (4). With this approximation

k ⇡
1

c
!(⌘d)a(⌘d) = 2⇡

fd

c
(13)

since today a = 1. This allows us to write the phase
velocity in Eq. (9) in terms of the detected GW frequency
fd;

c
2
T (⌘, fd/a) = c

2

"
1 + ↵̂j

✓
fd

a

◆j
#
, (14)

where we have defined

↵̂j = Bj+2(2⇡h̄)
j (15)

with j = ↵ � 2. Notice that the dimensions of [↵j ] =
Hz�j . The radial propagation velocity of the waves is
given by

dr

dt
=

p
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= c

2 k
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where the group velocity
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2
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fd
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#
, (17)

and we have used the approximation Eq. (10). For mas-
sive gravitons, for example, cT > c, but the group veloc-
ity vg is smaller than c.
The dispersion relation in Eq. (8) can be obtained from

the wave equation2

�
00(⌘, k) + k

2
c
2
T (⌘, k/a)

2
�(⌘, k) = 0 (18)

where 0 = d/d⌘ and � is the radial component of the
propagating wave. The GW perturbation h (we drop the
tensor indices for the moment) is related to � through
(see e.g. [41])

� = ãh. (19)

Here ã is an e↵ective scale factor that encodes additional
modifications to the GW friction term. We parameterize
it as

ã
0

ã
⌘ [1 + ↵M (⌘)]

a
0

a
(20)

where ↵M (⌘) is a deviation factor that can parameterize
several theories such as scalar-tensor theories with a run-
ning Planck mass or theories with extra-dimensions. On
subhorizon scales (that is, on scales smaller than ã

00
/ã

[43]), Eq. (18) can be obtained from

h
00 + 2[1 + ↵M (⌘)]

a
0

a
h
0 + k

2
c
2
T (⌘, k/a)h = 0, (21)

2 This assumes that a and B↵ varies on a cosmological time scale,
which is much larger than any time-scale associated with the
GW. Or in terms frequency (and in natural units), 1/k ⌧
rcom ⌧ H

�1
0 .

• Modified luminosity distance:

4

which is the wave equation of a GW propagating with a
modified dispersion relation in the FRLW universe. We
can solve it using the WKB approximation following [35,
37], and obtain [38]

h(⌘, k) = hGR(⌘s, k)C(⌘, ⌘s, k). (22)

where hGR(⌘s, k) is the solution in GR at the source at
comoving distance rcom , and C can be interpreted as the
transfer function from the source to the detector for each
GW mode k . In terms of conformal time and detected
GW frequency fd (recall from Eq. (13) that k ' 2⇡fd/c)
it is given by

C(⌘, ⌘s, k) =


cT (⌘s, fd/a(⌘s))

cT (⌘, fd/a(⌘))

�1/2
ã(⌘s)

ã(⌘)
⇥

exp[2⇡i(fd/c)

Z ⌘

⌘s

cT (⌘
0
, fd/a)d⌘

0]

⌘ |C(⌘, ⌘s, fd)|e
i (⌘,⌘s,fd). (23)

The modulus of C will contribute to the GW amplitude,
that is to a modification of the luminosity distance. Its
phase  (⌘, ⌘s, fd) leads to time delays and phase shifts,
as we now discuss.

A. Observables

1. Luminosity distance

The first estimator that we define arises from the mod-
ulus of the transfer function. In GR, the amplitude of the
GW scales as the comoving distance of the source. From
Eq. (23), in modified gravity, the GW amplitude at the
detector is is now given by

d
GW(⌘d, fd) = rcom

ã(⌘d)

ã(⌘s)


cT (⌘d, fd/a(⌘d))

cT (⌘s, fd/a(⌘s))

�1/2
. (24)

Since the results on GW dispersion relations are very
tight |c � cT | < 10�15 [25, 26], and measured errors on
d
GW are typically of at least a few percent, usually the

e↵ect of cT on the distance is negligible. This is also
consistent with the assumption in Eq. (11). The term
ã encodes the deviations in the GW friction and from
Eq. (20), using redshift instead of conformal time, we
obtain

ã(z) = a(z)exp


�

Z z

0

↵M (z)

1 + z
dz

�
, (25)

where we have assumed that a(0) = ã(0) = 1. In terms of
the standard luminosity distance dEM(z) = rcom/a(⌘s) =
rcom(1 + z), we find that the GW luminosity distance in
modified gravity is given by

d
GW(z) = dEM(z)exp

Z z

0

↵M (z)

1 + z
dz

�
. (26)

This equation is consistent with previous works [40–43],
which have shown the potential of the modified lumi-
nosity distance to be a good marker for testing possible
deviations from GR on cosmological scales.
We now deviate from these references and use Eq. (26)

to bound the parameter ↵M (z) such that the GW lu-
minosity distance is a monotonically increasing function
of the redshift. This condition is physically motivated,
since if it were not satisfied one would detect an infinite
number of GWs sources at higher redshifts. In order to
avoid this unphysical case, ↵M must satisfy

↵M (z) � �
(1 + z)

E(z)

Z z

0

dz
0

E(z)

��1

� 1, (27)

where

E(z) =
p
⌦M (1 + z)3 + ⌦⇤. (28)

Since the right hand side of Eq. (27) is negative it fol-
lows that any positive values of ↵M (corresponding to a
further GW), will satisfy this condition. Of course this
is not valid for negative values of ↵M (GW might ap-
pear closer.) Fig. 2 shows the allowed values for GW
friction parameter ↵M computed with Planck values of
⌦M = 0.308 [3] and ⌦⇤ = 1 � ⌦M . Since at lower red-
shifts the ↵M contribution to the GW luminosity dis-
tance is small, this term is allowed to take very large
values. However at higher redshifts, ↵M must be con-
strained to smaller values in order to satisfy the condition
in Eq. (27).

FIG. 2. The shaded area of on the plot shows the allowed
value for the parameter ↵M with respect to the redshift. Any
functional form of ↵M in the shaded area, will result in a
monothonically increasing GW luminosity distance.

2. Time delay

We now compute the time delay at the detector be-
tween two monochromatic GWs which were emitted at
di↵erent times from the source at fixed comoving dis-
tance rcom, see Fig. 1. Consider a GW emitted at ⌘

A
s

and received at ⌘Ad , with detected frequency fd,A. From

• GWs have an additional leakage: The GW luminosity distance will be different w.r.t. 
LCMD. 
 
 

• GWs can arrive later or earlier: GWs will arrive with a time delay w.r.t an electromagnetic 
or neutrino counterpart.  
 
 

• GWs can arrive with a frequency-dependent delay: GWs will have a different phase 
evolution w.r.t GR. Observable at the PN level.  

All of these estimators depend on source redshift and H0

M. Lagos et al Phys. Rev. D 99, 
083504 (2019), 

Mirshekari, S., Phys. Rev. D 
85, 024041 (2012) 

7

Friction term Dispersion relation

With

Observable quantities

S. Mastrogiovanni - Virgo week - 27/04/2020

Extending the methods to constrain late-time modified gravity

• In many modified gravity models, GWs satisfy a modified propagation equation. Typically, can have  
  both a modified friction term, and also . 
 
• Many theories remain with , (e.g. certain Horndeski, DHOST..): can one constrain them?

cT ≠ 1

cT = 1,αM ≠ 0

Different parametrisations considered 
a) Phenomenological model suggested in [1906.01593]

modified propagation of GWs can be written in Fourier space h = h(⌘, k) as [59]

h
00
A + 2H(1� �(⌘))h

0
A + k

2
hA = 0 . (2.1)

where the index A runs over the two GW polarizations + and ⇥ and H = a
0
/a, where

a = a(⌘) is the scale factor of the Friedmann–Lemaître–Robertson–Walker metric. Finally,
the derivative with respect to the conformal time is @⌘ = ()

0.
This equation includes a redshift (or equivalently conformal time) -dependent friction

term �(⌘) . Depending on the modified gravity theory in question, this term can take different
functional forms. When � = 0 , we find that the GW luminosity distance d

GW
L coincides with

d
EM
L . However, for all other non-zero terms, these distance measures differ. The following is

a summary of how this discrepancy can be parametrized.

2.1 ⌅0 parametrization of the GW friction term

KL:Scalar-tensor theories can be considered as an extension of GR – they introduce a scalar
field and nonminimal couplings of this field to gravity and possibly to matter. These theories
are nowadays categorized into the Brans-Dicke, Horndeski and beyond Horndeski, as well
as DHOST classes [60–65]. As first introduced in [46], it has been shown in [66] that these
theories yield GW luminosity distances that are well parametrized by ⌅0 and n for a broad
class of theories, namely

d
GW
L = d

EM
L

✓
⌅0 +

1� ⌅0

(1 + z)n

◆
. (2.2)

Both ⌅0 and n are assumed to be positive. This approximation is constructed such that
GW and EM luminosity distances coincide at low redshifts. For large redshifts we find on
the contrary that d

GW
L = ⌅0d

EM
L . If ⌅0 < 1, the apparent GW luminosity would then be

effectively higher; which results in a larger number of expected sources.2
While the above relation is phenomenological, the parameters ⌅0 and n can generally be

related to a combination of free parameters of the considered Lagrangian, and to the matter
content of the Universe (see Table 1 of [66], for small deviations from GR). Thus, a constraint
of the parameters ⌅0 and n translates to a constraint of the free parameters of the modified
gravity theory. However, to do this in practice is an involved task, as we will discuss in Section
5.3.

2.2 Extra dimensions

GR has passed many tests at the solar system scale and at smaller scales. Gravitational
interactions behave according to a four dimensional theory at these scales. To construct
theories that extend GR with extra dimensions (such as DGP gravity [47]), but still satisfy
the existing experimental bounds, one has to “screen” the modifications at non-cosmological
scales: The new effects of the extra dimensions are masked below a scale denoted as Rc –
KL:the comoving screening scale. Flux conservation implies that GWs decay faster (or slower)
at scales larger than Rc, where the extra dimensions have a measurable impact. This results
in a modified GW luminosity distance d

GW
L , which can be parametrized as [48]

d
GW
L = d

EM
L


1 +

✓
d
EM
L

(1 + z)Rc

◆n�D�4
2n

, (2.3)

2
Recall that the observed flux F is related to the luminosity L via F = L

4⇡d2L
.
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• In some modified gravity models (beyond Horndeski, 
DHOST 1404.6495, 1510.06930, 1703.03797, 1707.03625) a friction term 
in the GW propagation equation appears 1110.2720





• Cosmological background is unchanged


• No modifications during the inspiral phase


• Modifications solely in the GW luminosity distance


• For a fixed merger rate, this implies the number of 
observed event changes


• Phenomenological model 1906.01593 

 

h′ ′ A + 2ℋ(1 − δ(η))h′ A + k2hA = 0

dGW
L = dEM

L (Ξ0 + 1 − Ξ0
(1 + z)n )

Assumption on the modifications of GR

17

 characterises 
early time behaviour

Ξ0

 characterises the 
transition from early to 

late times

n

  GR: Ξ0 = 1
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b) Assume friction term is linked to dark energy content of the universe [1404.3713…]

3.1 ⌅-parametrization of d
GW
L

Scalar-tensor theories of gravity, in which an additional scalar field couples the spin-2 gravi-
ton, have long been studied as alternative theories of gravity. Several classes of increasing
complexity have been developed, including the Brans-Dicke [57]; Horndeski [58–60], beyond-
Horndeski [61], and DHOST [62] theories. As discussed in [63] and first proposed in [56], for
some of these theories (and also for others including the RR and RT models [64, 65]) the GW
luminosity distance is well parametrised by

d
GW
L = d

EM
L


⌅+

1� ⌅

(1 + z)n

�
, (3.3)

where ⌅, n > 0. GR is recovered when ⌅ = 1, and more generally when ⌅ 6= 1 as z ! 0. As
no external constraint on ⌅ is available from previous measurements, we probe a log-uniform
prior on ⌅ = 1 spanning in the range [0.01, 100]. The prior on the stiffness parameter n is
similarly chosen to be uniform within the range [1, 10].

3.2 Extra dimensions

Some modified gravity models, such as DGP gravity [66] and some models of quantum grav-
ity [67], have their origins in extra dimensional space-times: they are characterised by an
additional length scale Rc, beyond which gravity deviates from GR. It follows from flux con-
servation that d

GW
L is modified on these scales, and a parameterisation proposed in [68] for

non-compactified extra dimensions is

d
GW
L =


1 +

✓
d
EM
L

Rc

◆n�D�2
2n

, (3.4)

where the parameter n encodes the stiffness of the transition and D the number of space-time
dimensions. Here we assume that at the cosmological scales we are probing with these GW
events, Rc ⌧ d

EM
L . In that case Eq. (3.4) reduces to the simpler form

d
GW
L = (dEML )

D�2
2 . (3.5)

In this work we take a uniform prior around the GR expected value D 2 [3, 7]. (For other
parametrisations and constraints from GWs on extra-dimensional theories, see [27].)

3.3 cM -parametrization

Rather than parametrising d
GW
L (z) as above, another approach advocated in the literature is

to parametrize the friction term ↵M (z). In particular, in [11], the authors propose

↵M (z) = cM
⌦⇤(z)

⌦⇤(0)
, (3.6)

where cM is a constant, and ⌦⇤(z) is the fractional dark energy density. (GR is recovered
when cM = 0.) Indeed for modified gravity models trying to explain dark energy, it is
reasonable to assume that ↵M is linked to the evolution of the dark energy content of the
universe. Substituting in Eq. (3.2) gives [11]

d
GW
L = d

EM
L exp


cM

2⌦⇤,0
ln

1 + z

⌦m,0(1 + z)3 + ⌦⇤,0

�
(3.7)
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c) Model an extra dimensional universe with screening scale, motivated from e.g. [0709.0003, 
2109.08748]

Extra dimensions with a screening scale 0709.0003, 2109.08748




• Motivated from theories with extra dimensions 
(e.g. DPG gravity PL B485 (1–3): 208–214) 

•  is the comoving screening scale above 

which extra dimensions are relevant


 

dGW
L = dEM

L 1 + ( dEM
L

(1 + z)Rc )
n

D − 4
2n

Rc

dGW
L = dEM

L ( dEM
L

1 Mpc )
D − 4

2

(1 + z)4 − D
2

19

Rc = 1 Mpc

Consider 4 different source mass population models,  
motivated from 2010.14533, and estimate jointly, using  
O3 data
• the cosmological parameters
• source mass parameters  
• parameters describing luminosity distance

The source mass population model
• Focus on binary black holes of stellar origin

• Various astrophysical mechanisms shape the BH source 

mass distribution

• Pair instability supernova (PISN, J. R. Bond, W. D. Arnett, 

and B. J. Carr 1984)  

• Pulsational PISN (Barkat et al. 1967; Woosley & Weaver 1986; 

Woosley 2017)  Accumulation in a Gaussian peak  

• X-ray observations  No BHs <  


• Models from LIGO/Virgo Population properties: 2010.14533 
• power law: mass range and two power law slopes (PL)

• power law plus gaussian peak (PLG)

• broken power law

→ m(s)
max

→ μg

→ m(s)
min

20

m(s)
min m(s)

max

μg

m(s)
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Results using O3 data :

• Comparing Bayes factors: GR with multi-peak model is preferred! 

Figure 1: The marginal distributions for the modified gravity parameters D and ⌅0 and cM

for all source mass models and for all three SNR cuts. Blue solid line: result obtained with
42 events with a SNR cut of 11. Orange dashed line: result obtained with a SNR cut of 12.
Green dotted line: result obtained with an SNR cut of 10. The vertical black dashed lines
indicate the value of the parameter in GR.

The parameter ⌅0 acts similarly as H0 on the BBH population and thus, we find the same
correlations relating them to the mass and rate evolution parameters.

The analysis shows that the Multi Peak mass model is preferred by a factor of 10
with respect to the simple broken power law model. As shown in Fig. 2 these Gaussian
features at 10M� and 35M� can help to constrain the modified GW propagation since they
yield additional redshift information.

As opposed to [32, 73] (which are standard cosmological analyses and measure exclusively
H0), an extra correlation between ⌅0 and the BBH merger rate density R0 is observed, as
previously noted in [54]. The estimation of R0 is related to the expected number of detected
events Nexp. In fact, in the evaluation of the expected number of events, H0 not only modifies
the comoving volume as 1/H

3
0 but also the redshift at which GW events will be detectable

(since the SNR depends on the luminosity distance). These two effects roughly balance out
such that the number of expected detections in a given time is weakly dependent on H0.
However, this is not the case when considering modified GW propagation. The modified
propagation leaves the comoving volume untouched (as it is defined with respect to the EM
distance measure) but affects the average redshift at which it is possible to observe GW
events. As a consequence, the number of expected detections per year strongly depends on
the modified gravity parameters.
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Blue: SNR >11, Orange SNR >12, green SNR >10

• For all modified gravity models, values of parameters are compatible with their GR values at 
90% confidence level! 

O4 will constrain these models…see set of papers due 
to come out in the summer.



• Lecture 1:  – Overview on early- and late-time cosmology with GWs;  current and future experiments,  
                   – orders of magnitude    

• Lecture 2: – Late-time cosmology: GWs and  
                  – GWs in theories beyond GR,  
                  – standard sirens I: Measuring  with GWs and O3 results of LVK 
                  – Back to early-time universe: an example of what physics we can probe.

dL(z)
dGW

L (z)
H0

• Lecture 3 (Chiara Caprini):  
                  – cosmological stochastic GW background: early-universe cosmology with GWs 
                       Solutions of the GW propagation equation in FLRW; its calculation for different 
                         sources (inflation, topological defects, first order phase transitions) 
                       

• Lecture 4 (Nicola Tamanini):  
                  – Standard sirens II: more details, statistical methods, future prospects

• Lecture 5 (Tania Regimbau):  
                   – astrophysical stochastic GW background: Definition/statistical properties,  
                      pulsar timing arrays and background from supermassive BH binaries, LVK results,  
                      prospects for the future.



Early universe cosmology,  
a few more details on the cosmological SGWB from  

cosmic strings



[Caprini et al,   
2406.02359]

Examples of cosmological SGWB signals:  Next generation detectors (SKA, LISA and ET/CE)

 
 • Models A and B are meant to describe exactly the same physics! 
 • If Model B is the unique source of the SGWB signal in PTA  
   then LVK constraints actually already exclude it! 
 • Model A would lead to an extremely loud signal in ET, with SNR ∼ 103
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Same cosmic strings: model A

Cosmic strings: model B

Model A: [Blanco-Pillado, Olum, Shlaer, 2014]

Model B: [Lorentz, Ringeval,  Sakellariadou,  2010] 
              [Polchinski, Rocha et al]



 
Cosmic strings

   • Line-like topological defects which may be formed in symmetry breaking phase transitions…. 
             [Symmetry group , unbroken symmetry subgroup  =>  
                vacuum manifold ; strings formed if ] 
 
     in condensed matter systems (He3, He4,  superconductors, BEC,  NLC…), quantum field theories,  
       in soft matter, and in cosmology

G H
ℳ = G/H Π1(ℳ) ≠ 1

e.g. – grand unification phase transition 
     – Peccei-Quinn transition (to explain smallness  
       of CP violations in QCD), a global U(1) symmetry is broken.)

  • If formed, a string network cannot disappear.  It will still exist today, and source GWs today

Gμ ∼ 10−6 ( η
1016 GeV )

2

• One parameter only: string tension, and this fixes all gravitational properties

[Physics Reports 1075 (2024) 1–137] [TWB Kibble 1976]

• Most well studied strings are local  strings, CMB: U(1) Gμ ≲ 1.7 × 10−7



– a network of strings forms at the phase transition, and 
evolves as the universe expands.

– string width macroscopic string size => 
  simplified dynamics (Nambu-Goto action = equivalent of 
  the geodesic equation for a particle)

w ∼ 1/η ≪

– and when strings collide 

[Shellard et al,...] 
[Achucarro and de Putter ’06]

– in particular that means loops form 



– So have all the ingredients to understand the evolution of the network, but difficult because it’s 
  highly non-linear, and a wide range of scales in the problem.

– Some things are clear.  It’s the relativistic loops that source GWs

– They oscillate periodically in time T ∼ 1/ℓ

– they emit GWs in harmonics of the fundamental mode: loops lose length n = 1,2,3...

– most emission in the lowest modes. Except… 

– kinks – kink-kink collisions – cusps

[Vachaspati+Vilenkin, 
Damour+Vilenkin; Siemens et al]

Cosmic string loops oscillate periodically in time, emit-
ting gravitational waves with power [11] Pgw ¼ ΓdGμ2 and
decay in a lifetime l=γd, where Γd is a numerical factor
(Γd ∼ 50 [21]), l is the invariant loop length, and γd ¼
ΓdGμ is the gravitational-wave length scale measured in
units of time [22]. The high-frequency (fl ≫ 1, where f
denotes frequency) gravitational-wave spectrum of an
oscillating loop is dominated by bursts emitted by string
features called cusps and kinks [25–27]. Cusps [28] are
points on the string that briefly travel at the speed of light;
they are generic features for smooth loops. Kinks are
discontinuities in the tangent vector of the string that
propagate at the speed of light. They appear in pairs as
the result of collisions between two cosmic strings and are
chopped off when a loop forms; hence, a loop can contain
any integer number of kinks. Numerical simulations of
Nambu-Goto strings have shown that kinks accumulate
over the cosmological evolution [16–18], while the number
of cusps per loop is yet undetermined.
Cusps are short-lived and produce beamed gravitational

waves in the forward direction of the cusp, while left-
moving (right-moving) kinks propagate around the string,
creating gravitational waves with a fanlike emission (like a
lighthouse) in the directions generated by right-moving
(left-moving) waves. Additionally, the collision of two
kinks is expected to radiate gravitational waves isotropi-
cally. We report here searches for gravitational waves
produced by cusps, kinks, and kink-kink collisions using
O3 LIGO–Virgo data. In addition to distinct individual
bursts, the incoherent superposition of weaker gravita-
tional-wave bursts from cosmic strings produced over
the history of the Universe would create a stochastic
gravitational-wave background [27,30].
Cosmic strings emit gravitational waves with a wide

range of frequencies that can be searched by other means,
including the cosmic microwave background [31], Big
Bang nucleosynthesis [32], and pulsar timing arrays
[33–35]; see also, e.g., [36–38].
The gravitational-wave emission from cosmic string

loops is introduced in the next section. We consider two
simulation-based models [39,40] (labeled A and B) for
the loop distribution. We further develop a third model
(labeled C) that interpolates between the other two models.
We also derive the burst rates and the dimensionless energy
density in that section. Individual gravitational-wave bursts
are searched in O3 data with a dedicated analysis presented
in the “Burst search” section. The incoherent superposition
of bursts from cusps, kinks, and kink-kink collisions
produces a stationary and nearly Gaussian stochastic back-
ground of gravitational waves. We search O3 data for this
background, and the results, detailed in [41], are summa-
rized in the “Stochastic search” section. Both the burst and
stochastic background searches yield no detections.
Combining their sensitivities, we constrain two cosmic
string parameters in the “Constraints” section: the string

tension Gμ and the number of kinks per loop. We provide a
table listing the meanings of symbols used in this study in
the Supplemental Material [42].
Gravitational waves from cosmic string loops.—

Gravitational waves are produced by cusps, kinks, and
kink-kink collisions on cosmic string loops. The strain
waveforms are linearly polarized and have been calculated
in [25–27]. For a loop of lengthl at redshift z, they are power-
law functions in the frequency domain for the star in [44]

hiðl; z; fÞ ¼ Aiðl; zÞf−qi ; ð1Þ

where i ¼ fc; k; kkg identifies the cusp, kink, and kink-kink
collision cases. The power-law indices are qc ¼ 4=3,
qk ¼ 5=3, and qkk ¼ 2, and the amplitude Ai is [26]

Aiðl; zÞ ¼ g1;i
Gμl2−qi

ð1þ zÞqi−1rðzÞ
; ð2Þ

where rðzÞ is the comoving distance to the loop. We adopt
the cosmological model used in [44]; it is encoded in
three functions: φrðzÞ, φVðzÞ, and φtðzÞ (see Appendix A
of [44]). The proper distance, the proper volume ele-
ment, and the proper time are rðzÞ ¼ φrðzÞ=H0, dVðzÞ ¼
φVðzÞ=H3

0dz, and tðzÞ ¼ φtðzÞ=H0, respectively, where
H0 ¼ 67.9 km s−1Mpc−1 [45]. The prefactor g1;i is [46]
g1;c¼8=Γ2ð1=3Þ×ð2=3Þ2=3≈0.85, g1;k¼2

ffiffiffi
2

p
=π=Γð1=3Þ×

ð2=3Þ2=3≈0.29, and g1;kk ¼ 1=π2 ≈ 0.10, where Γ is the
Gamma function [47].
Cusps and kinks emit gravitational waves in highly

concentrated beams. Cusps are transient and produce a
beam along a single direction, while kinks propagate
around the loop, beaming over a fanlike range of directions.
The beam opening angle is

θm ¼ ½g2fð1þ zÞl&−1=3; ð3Þ

where g2 ¼
ffiffiffi
3

p
=4 [46]. To guarantee self-consistency

(validity of the waveform), we require that θm < 1 rad,
which is equivalent to setting a lower limit on the frequency
for a fixed loop length. For kink-kink collisions, the
gravitational-wave emission is isotropic [48].
The burst rate of type i per unit loop size and per unit

volume can be decomposed into four factors:

dRi

dldV
¼ 2

l
Ni × nðl; tÞ × Δi × ð1þ zÞ−1: ð4Þ

The first factor accounts for an average of Ni gravitational-
wave burst events of type i produced per loop oscillation
time periodicity l=2. The second factor stands for the
number of loops per unit loop size and per unit volume at
cosmic time t:
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decay in a lifetime l=γd, where Γd is a numerical factor
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ΓdGμ is the gravitational-wave length scale measured in
units of time [22]. The high-frequency (fl ≫ 1, where f
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oscillating loop is dominated by bursts emitted by string
features called cusps and kinks [25–27]. Cusps [28] are
points on the string that briefly travel at the speed of light;
they are generic features for smooth loops. Kinks are
discontinuities in the tangent vector of the string that
propagate at the speed of light. They appear in pairs as
the result of collisions between two cosmic strings and are
chopped off when a loop forms; hence, a loop can contain
any integer number of kinks. Numerical simulations of
Nambu-Goto strings have shown that kinks accumulate
over the cosmological evolution [16–18], while the number
of cusps per loop is yet undetermined.
Cusps are short-lived and produce beamed gravitational

waves in the forward direction of the cusp, while left-
moving (right-moving) kinks propagate around the string,
creating gravitational waves with a fanlike emission (like a
lighthouse) in the directions generated by right-moving
(left-moving) waves. Additionally, the collision of two
kinks is expected to radiate gravitational waves isotropi-
cally. We report here searches for gravitational waves
produced by cusps, kinks, and kink-kink collisions using
O3 LIGO–Virgo data. In addition to distinct individual
bursts, the incoherent superposition of weaker gravita-
tional-wave bursts from cosmic strings produced over
the history of the Universe would create a stochastic
gravitational-wave background [27,30].
Cosmic strings emit gravitational waves with a wide

range of frequencies that can be searched by other means,
including the cosmic microwave background [31], Big
Bang nucleosynthesis [32], and pulsar timing arrays
[33–35]; see also, e.g., [36–38].
The gravitational-wave emission from cosmic string

loops is introduced in the next section. We consider two
simulation-based models [39,40] (labeled A and B) for
the loop distribution. We further develop a third model
(labeled C) that interpolates between the other two models.
We also derive the burst rates and the dimensionless energy
density in that section. Individual gravitational-wave bursts
are searched in O3 data with a dedicated analysis presented
in the “Burst search” section. The incoherent superposition
of bursts from cusps, kinks, and kink-kink collisions
produces a stationary and nearly Gaussian stochastic back-
ground of gravitational waves. We search O3 data for this
background, and the results, detailed in [41], are summa-
rized in the “Stochastic search” section. Both the burst and
stochastic background searches yield no detections.
Combining their sensitivities, we constrain two cosmic
string parameters in the “Constraints” section: the string

tension Gμ and the number of kinks per loop. We provide a
table listing the meanings of symbols used in this study in
the Supplemental Material [42].
Gravitational waves from cosmic string loops.—

Gravitational waves are produced by cusps, kinks, and
kink-kink collisions on cosmic string loops. The strain
waveforms are linearly polarized and have been calculated
in [25–27]. For a loop of lengthl at redshift z, they are power-
law functions in the frequency domain for the star in [44]

hiðl; z; fÞ ¼ Aiðl; zÞf−qi ; ð1Þ

where i ¼ fc; k; kkg identifies the cusp, kink, and kink-kink
collision cases. The power-law indices are qc ¼ 4=3,
qk ¼ 5=3, and qkk ¼ 2, and the amplitude Ai is [26]

Aiðl; zÞ ¼ g1;i
Gμl2−qi

ð1þ zÞqi−1rðzÞ
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where rðzÞ is the comoving distance to the loop. We adopt
the cosmological model used in [44]; it is encoded in
three functions: φrðzÞ, φVðzÞ, and φtðzÞ (see Appendix A
of [44]). The proper distance, the proper volume ele-
ment, and the proper time are rðzÞ ¼ φrðzÞ=H0, dVðzÞ ¼
φVðzÞ=H3

0dz, and tðzÞ ¼ φtðzÞ=H0, respectively, where
H0 ¼ 67.9 km s−1Mpc−1 [45]. The prefactor g1;i is [46]
g1;c¼8=Γ2ð1=3Þ×ð2=3Þ2=3≈0.85, g1;k¼2

ffiffiffi
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p
=π=Γð1=3Þ×

ð2=3Þ2=3≈0.29, and g1;kk ¼ 1=π2 ≈ 0.10, where Γ is the
Gamma function [47].
Cusps and kinks emit gravitational waves in highly

concentrated beams. Cusps are transient and produce a
beam along a single direction, while kinks propagate
around the loop, beaming over a fanlike range of directions.
The beam opening angle is

θm ¼ ½g2fð1þ zÞl&−1=3; ð3Þ

where g2 ¼
ffiffiffi
3

p
=4 [46]. To guarantee self-consistency

(validity of the waveform), we require that θm < 1 rad,
which is equivalent to setting a lower limit on the frequency
for a fixed loop length. For kink-kink collisions, the
gravitational-wave emission is isotropic [48].
The burst rate of type i per unit loop size and per unit

volume can be decomposed into four factors:

dRi

dldV
¼ 2

l
Ni × nðl; tÞ × Δi × ð1þ zÞ−1: ð4Þ

The first factor accounts for an average of Ni gravitational-
wave burst events of type i produced per loop oscillation
time periodicity l=2. The second factor stands for the
number of loops per unit loop size and per unit volume at
cosmic time t:
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ting gravitational waves with power [11] Pgw ¼ ΓdGμ2 and
decay in a lifetime l=γd, where Γd is a numerical factor
(Γd ∼ 50 [21]), l is the invariant loop length, and γd ¼
ΓdGμ is the gravitational-wave length scale measured in
units of time [22]. The high-frequency (fl ≫ 1, where f
denotes frequency) gravitational-wave spectrum of an
oscillating loop is dominated by bursts emitted by string
features called cusps and kinks [25–27]. Cusps [28] are
points on the string that briefly travel at the speed of light;
they are generic features for smooth loops. Kinks are
discontinuities in the tangent vector of the string that
propagate at the speed of light. They appear in pairs as
the result of collisions between two cosmic strings and are
chopped off when a loop forms; hence, a loop can contain
any integer number of kinks. Numerical simulations of
Nambu-Goto strings have shown that kinks accumulate
over the cosmological evolution [16–18], while the number
of cusps per loop is yet undetermined.
Cusps are short-lived and produce beamed gravitational

waves in the forward direction of the cusp, while left-
moving (right-moving) kinks propagate around the string,
creating gravitational waves with a fanlike emission (like a
lighthouse) in the directions generated by right-moving
(left-moving) waves. Additionally, the collision of two
kinks is expected to radiate gravitational waves isotropi-
cally. We report here searches for gravitational waves
produced by cusps, kinks, and kink-kink collisions using
O3 LIGO–Virgo data. In addition to distinct individual
bursts, the incoherent superposition of weaker gravita-
tional-wave bursts from cosmic strings produced over
the history of the Universe would create a stochastic
gravitational-wave background [27,30].
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range of frequencies that can be searched by other means,
including the cosmic microwave background [31], Big
Bang nucleosynthesis [32], and pulsar timing arrays
[33–35]; see also, e.g., [36–38].
The gravitational-wave emission from cosmic string

loops is introduced in the next section. We consider two
simulation-based models [39,40] (labeled A and B) for
the loop distribution. We further develop a third model
(labeled C) that interpolates between the other two models.
We also derive the burst rates and the dimensionless energy
density in that section. Individual gravitational-wave bursts
are searched in O3 data with a dedicated analysis presented
in the “Burst search” section. The incoherent superposition
of bursts from cusps, kinks, and kink-kink collisions
produces a stationary and nearly Gaussian stochastic back-
ground of gravitational waves. We search O3 data for this
background, and the results, detailed in [41], are summa-
rized in the “Stochastic search” section. Both the burst and
stochastic background searches yield no detections.
Combining their sensitivities, we constrain two cosmic
string parameters in the “Constraints” section: the string

tension Gμ and the number of kinks per loop. We provide a
table listing the meanings of symbols used in this study in
the Supplemental Material [42].
Gravitational waves from cosmic string loops.—

Gravitational waves are produced by cusps, kinks, and
kink-kink collisions on cosmic string loops. The strain
waveforms are linearly polarized and have been calculated
in [25–27]. For a loop of lengthl at redshift z, they are power-
law functions in the frequency domain for the star in [44]

hiðl; z; fÞ ¼ Aiðl; zÞf−qi ; ð1Þ

where i ¼ fc; k; kkg identifies the cusp, kink, and kink-kink
collision cases. The power-law indices are qc ¼ 4=3,
qk ¼ 5=3, and qkk ¼ 2, and the amplitude Ai is [26]

Aiðl; zÞ ¼ g1;i
Gμl2−qi

ð1þ zÞqi−1rðzÞ
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where rðzÞ is the comoving distance to the loop. We adopt
the cosmological model used in [44]; it is encoded in
three functions: φrðzÞ, φVðzÞ, and φtðzÞ (see Appendix A
of [44]). The proper distance, the proper volume ele-
ment, and the proper time are rðzÞ ¼ φrðzÞ=H0, dVðzÞ ¼
φVðzÞ=H3

0dz, and tðzÞ ¼ φtðzÞ=H0, respectively, where
H0 ¼ 67.9 km s−1Mpc−1 [45]. The prefactor g1;i is [46]
g1;c¼8=Γ2ð1=3Þ×ð2=3Þ2=3≈0.85, g1;k¼2

ffiffiffi
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p
=π=Γð1=3Þ×

ð2=3Þ2=3≈0.29, and g1;kk ¼ 1=π2 ≈ 0.10, where Γ is the
Gamma function [47].
Cusps and kinks emit gravitational waves in highly

concentrated beams. Cusps are transient and produce a
beam along a single direction, while kinks propagate
around the loop, beaming over a fanlike range of directions.
The beam opening angle is

θm ¼ ½g2fð1þ zÞl&−1=3; ð3Þ

where g2 ¼
ffiffiffi
3

p
=4 [46]. To guarantee self-consistency

(validity of the waveform), we require that θm < 1 rad,
which is equivalent to setting a lower limit on the frequency
for a fixed loop length. For kink-kink collisions, the
gravitational-wave emission is isotropic [48].
The burst rate of type i per unit loop size and per unit

volume can be decomposed into four factors:

dRi

dldV
¼ 2

l
Ni × nðl; tÞ × Δi × ð1þ zÞ−1: ð4Þ

The first factor accounts for an average of Ni gravitational-
wave burst events of type i produced per loop oscillation
time periodicity l=2. The second factor stands for the
number of loops per unit loop size and per unit volume at
cosmic time t:
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points on the string that briefly travel at the speed of light;
they are generic features for smooth loops. Kinks are
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the result of collisions between two cosmic strings and are
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Nambu-Goto strings have shown that kinks accumulate
over the cosmological evolution [16–18], while the number
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O3 LIGO–Virgo data. In addition to distinct individual
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range of frequencies that can be searched by other means,
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Bang nucleosynthesis [32], and pulsar timing arrays
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loops is introduced in the next section. We consider two
simulation-based models [39,40] (labeled A and B) for
the loop distribution. We further develop a third model
(labeled C) that interpolates between the other two models.
We also derive the burst rates and the dimensionless energy
density in that section. Individual gravitational-wave bursts
are searched in O3 data with a dedicated analysis presented
in the “Burst search” section. The incoherent superposition
of bursts from cusps, kinks, and kink-kink collisions
produces a stationary and nearly Gaussian stochastic back-
ground of gravitational waves. We search O3 data for this
background, and the results, detailed in [41], are summa-
rized in the “Stochastic search” section. Both the burst and
stochastic background searches yield no detections.
Combining their sensitivities, we constrain two cosmic
string parameters in the “Constraints” section: the string

tension Gμ and the number of kinks per loop. We provide a
table listing the meanings of symbols used in this study in
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where rðzÞ is the comoving distance to the loop. We adopt
the cosmological model used in [44]; it is encoded in
three functions: φrðzÞ, φVðzÞ, and φtðzÞ (see Appendix A
of [44]). The proper distance, the proper volume ele-
ment, and the proper time are rðzÞ ¼ φrðzÞ=H0, dVðzÞ ¼
φVðzÞ=H3

0dz, and tðzÞ ¼ φtðzÞ=H0, respectively, where
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concentrated beams. Cusps are transient and produce a
beam along a single direction, while kinks propagate
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(validity of the waveform), we require that θm < 1 rad,
which is equivalent to setting a lower limit on the frequency
for a fixed loop length. For kink-kink collisions, the
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volume can be decomposed into four factors:
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time periodicity l=2. The second factor stands for the
number of loops per unit loop size and per unit volume at
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Cosmic string loops oscillate periodically in time, emit-
ting gravitational waves with power [11] Pgw ¼ ΓdGμ2 and
decay in a lifetime l=γd, where Γd is a numerical factor
(Γd ∼ 50 [21]), l is the invariant loop length, and γd ¼
ΓdGμ is the gravitational-wave length scale measured in
units of time [22]. The high-frequency (fl ≫ 1, where f
denotes frequency) gravitational-wave spectrum of an
oscillating loop is dominated by bursts emitted by string
features called cusps and kinks [25–27]. Cusps [28] are
points on the string that briefly travel at the speed of light;
they are generic features for smooth loops. Kinks are
discontinuities in the tangent vector of the string that
propagate at the speed of light. They appear in pairs as
the result of collisions between two cosmic strings and are
chopped off when a loop forms; hence, a loop can contain
any integer number of kinks. Numerical simulations of
Nambu-Goto strings have shown that kinks accumulate
over the cosmological evolution [16–18], while the number
of cusps per loop is yet undetermined.
Cusps are short-lived and produce beamed gravitational

waves in the forward direction of the cusp, while left-
moving (right-moving) kinks propagate around the string,
creating gravitational waves with a fanlike emission (like a
lighthouse) in the directions generated by right-moving
(left-moving) waves. Additionally, the collision of two
kinks is expected to radiate gravitational waves isotropi-
cally. We report here searches for gravitational waves
produced by cusps, kinks, and kink-kink collisions using
O3 LIGO–Virgo data. In addition to distinct individual
bursts, the incoherent superposition of weaker gravita-
tional-wave bursts from cosmic strings produced over
the history of the Universe would create a stochastic
gravitational-wave background [27,30].
Cosmic strings emit gravitational waves with a wide

range of frequencies that can be searched by other means,
including the cosmic microwave background [31], Big
Bang nucleosynthesis [32], and pulsar timing arrays
[33–35]; see also, e.g., [36–38].
The gravitational-wave emission from cosmic string

loops is introduced in the next section. We consider two
simulation-based models [39,40] (labeled A and B) for
the loop distribution. We further develop a third model
(labeled C) that interpolates between the other two models.
We also derive the burst rates and the dimensionless energy
density in that section. Individual gravitational-wave bursts
are searched in O3 data with a dedicated analysis presented
in the “Burst search” section. The incoherent superposition
of bursts from cusps, kinks, and kink-kink collisions
produces a stationary and nearly Gaussian stochastic back-
ground of gravitational waves. We search O3 data for this
background, and the results, detailed in [41], are summa-
rized in the “Stochastic search” section. Both the burst and
stochastic background searches yield no detections.
Combining their sensitivities, we constrain two cosmic
string parameters in the “Constraints” section: the string

tension Gμ and the number of kinks per loop. We provide a
table listing the meanings of symbols used in this study in
the Supplemental Material [42].
Gravitational waves from cosmic string loops.—

Gravitational waves are produced by cusps, kinks, and
kink-kink collisions on cosmic string loops. The strain
waveforms are linearly polarized and have been calculated
in [25–27]. For a loop of lengthl at redshift z, they are power-
law functions in the frequency domain for the star in [44]

hiðl; z; fÞ ¼ Aiðl; zÞf−qi ; ð1Þ

where i ¼ fc; k; kkg identifies the cusp, kink, and kink-kink
collision cases. The power-law indices are qc ¼ 4=3,
qk ¼ 5=3, and qkk ¼ 2, and the amplitude Ai is [26]

Aiðl; zÞ ¼ g1;i
Gμl2−qi

ð1þ zÞqi−1rðzÞ
; ð2Þ

where rðzÞ is the comoving distance to the loop. We adopt
the cosmological model used in [44]; it is encoded in
three functions: φrðzÞ, φVðzÞ, and φtðzÞ (see Appendix A
of [44]). The proper distance, the proper volume ele-
ment, and the proper time are rðzÞ ¼ φrðzÞ=H0, dVðzÞ ¼
φVðzÞ=H3

0dz, and tðzÞ ¼ φtðzÞ=H0, respectively, where
H0 ¼ 67.9 km s−1Mpc−1 [45]. The prefactor g1;i is [46]
g1;c¼8=Γ2ð1=3Þ×ð2=3Þ2=3≈0.85, g1;k¼2

ffiffiffi
2

p
=π=Γð1=3Þ×

ð2=3Þ2=3≈0.29, and g1;kk ¼ 1=π2 ≈ 0.10, where Γ is the
Gamma function [47].
Cusps and kinks emit gravitational waves in highly

concentrated beams. Cusps are transient and produce a
beam along a single direction, while kinks propagate
around the loop, beaming over a fanlike range of directions.
The beam opening angle is

θm ¼ ½g2fð1þ zÞl&−1=3; ð3Þ

where g2 ¼
ffiffiffi
3

p
=4 [46]. To guarantee self-consistency

(validity of the waveform), we require that θm < 1 rad,
which is equivalent to setting a lower limit on the frequency
for a fixed loop length. For kink-kink collisions, the
gravitational-wave emission is isotropic [48].
The burst rate of type i per unit loop size and per unit

volume can be decomposed into four factors:

dRi

dldV
¼ 2

l
Ni × nðl; tÞ × Δi × ð1þ zÞ−1: ð4Þ

The first factor accounts for an average of Ni gravitational-
wave burst events of type i produced per loop oscillation
time periodicity l=2. The second factor stands for the
number of loops per unit loop size and per unit volume at
cosmic time t:
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– Some things are not clear. 

– How many loops of length  are there at time ; i.e. the loop density distribution ℓ t n(ℓ, t)?

– depends on how many loops (what initial size at time )  
   are produced via intercommutation 

t

– To cut a very long story short, there’s agreement that loops
  “scale” (their total energy density is a fixed fraction of the energy 
              density of the universe, and this is an attractor solution)

– and here is where the disagreements start!

– and there’s agreement on the shape of  on scales 
   (which can be probed with numerical simulations that have no GWs)

n(ℓ, t) ℓ ≫ ΓGμ

– but there’s disagreement on the shape of  on scales 
 

n(ℓ, t) ℓ ≪ ΓGμ

Small loops = high frequencies GWs = 
Different predictions for SGWB at  
high frequencies.

Model B

Model A



[Caprini et al,   
2406.02359]
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Model A | Gµ = 7.9 £ 10°11

Model B | Gµ = 2.5 £ 10°11

Strong FOPT | T§ = 6 £ 107 GeV
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Same cosmic strings: model A

Cosmic strings: model B

Model A: [Blanco-Pillado, Olum, Shlaer, 2014]

Model B: [Lorentz, Ringeval,  Sakellariadou,  2010] 
              [Polchinski, Rocha et al]

SGWB : sum over GW emission produced from all oscillating loops produced during the evolution of the 
             string network to today; redshift the frequency; and remove the rare bursts
 
Rare bursts: none detected by LVK, putting upper constraints on the string tension, but these less stringent 
than the SGWB constraints from LVK.
 



– Not a totally crazy thing to think about: in the Peccei-Quinn mechanism (to explain smallness of CP 
violations in QCD), a global U(1) symmetry is broken. 

In some realisations, both strings and  
domain walls form. 
 
Phenomenological consequences (dark 
matter, GWs etc) require understanding 
the evolution of these defect networks.

[Ferreira et al 2107.07542, 
Franciolini, Racco, Rompineve,
Rompineve, Pujolas et al
Buchmann et al, 2108.05368, 
Servant et al 2307.03121; and 
many others. 
Also many others from the ‘80s 
Sikivie et al, Battye and Shellard; 
AMR simulations A.Drew et al]



• Lecture 1:  – Overview on early- and late-time cosmology with GWs;  current and future experiments,  
                   – orders of magnitude    

• Lecture 2: – Late-time cosmology: GWs and  
                  – GWs in theories beyond GR,  
                  – standard sirens I: Measuring  with GWs and O3 results of LVK 
                  – Back to early-time universe: an example of what physics we can probe.

dL(z)
dGW

L (z)
H0

• Lecture 3 (Chiara Caprini):  
                  – cosmological stochastic GW background: early-universe cosmology with GWs 
                       Solutions of the GW propagation equation in FLRW; its calculation for different 
                         sources (inflation, topological defects, first order phase transitions) 
                       

• Lecture 4 (Nicola Tamanini):  
                  – Standard sirens II: more details, statistical methods, future prospects

• Lecture 5 (Tania Regimbau):  
                   – astrophysical stochastic GW background: Definition/statistical properties,  
                      pulsar timing arrays and background from supermassive BH binaries, LVK results,  
                      prospects for the future.


